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1. I!TRODUCTIO! 

Cross-Language Information Retrieval (CLIR) is the retrieval of documents in one natural 

language, based on a query formulated in another natural language, e.g. retrieval of documents written 

in English based on a set of keywords in Portuguese. The main motivation for CLIR is the growing 

need for exploring documents in foreign languages. This need has increased dramatically with the 

explosive growth of the Internet. The Web has content in many languages and the distribution of this 

content by language is very different from the distribution of Internet access. While English is still 

dominant in terms of content (~66%) [8], the percentage of users that access the Internet in English is 

less than 30% [16]. Despite being one of the languages with the largest number of native speakers, 

Portuguese is an extremely underrepresented language on the Web. It is estimated that only 1.4% of 

the Web’s content is in Portuguese [8]. This means that the 58 million Portuguese-speaking Web us-

ers are limited to a very small subset of the available information. Thus, a system which accepts 

search terms in Portuguese and retrieves documents in English is valid contribution to this commu-

nity. We have built a prototype, based on the proposed approach for CLIR, which does that. This pro-

totype is presented in Section 5. 

CLIR systems can be used to break the language barrier and can be of use to people who are 

able to read in a foreign language but are not proficient enough to write a query in that language. 

CLIR can also aid people who are not able to read in a foreign language but have access to transla-

tions resources. Moreover, CLIR enables search for images and videos, which typically have metadata 

available in English only. Related work on CLIR is discussed in Section 2. 



  

This work summarises the MSc dissertation which can be found at 

http://www.inf.ufrgs.br/~apgeraldo/dissertacao.pdf. As by-product of the dissertation, three papers 

were published:  

(i) the proposed approach for CLIR using association rules was presented at SPIRE 2009 [5]. 

and is summarized here in Section 3. 

(ii) an extension of the BM25 ranking algorithm to further emphasize rare terms was pub-

lished as a poster at SBBD 2007 [6].  

(iii) experiments with the proposed approach for using association rules for CLIR were sub-

mitted to the evaluation campaign CLEF 2008 [7] and are revised in Section 4. 

2. Related Work 

The first research on CLIR was done by Salton [13], who showed that CLIR systems could perform 

nearly as well as monolingual systems, using a good quality thesaurus. According to Grefenstette[9], 

CLIR involves basically three problems: (i) knowing how a term expressed in one language might be 

written in another, i.e., crossing the language barrier; (ii) deciding which of the possible translations 

should be retained. Retaining more than one translation is useful in promoting recall. However, using 

wrong translations will reduce precision; and (iii) deciding how to properly weight the importance of 

translation alternatives when more than one is retained.  

Many approaches have been proposed to solve these problems. These solutions typically use 

resources such as MT systems, MRD, thesauri or multilingual corpora.  

The approach for CLIR we propose is statistical. Other statistical approaches have been pre-

viously presented. Nie et al. [11] and Kraaij et al. [10] propose a probabilistic translation model which 

extracts translation probabilities from parallel corpora mined from the web. Their results are compa-

rable to query translation using Systran. 

CLIR systems that achieve the best results do so by combining several techniques, such as 

good quality translation resources, stemming (or decompounding), more elaborate weighting schemes, 

query expansion and relevance feedback [3, 14]. 



  

3. PROPOSED METHOD 

An association rule (AR) is an implication of the form X ⇒ Y, where X = {x1,x2,…,xn}, and Y = 

{y1,y2,…,ym} are sets of items. The problem of mining ARs in market-basket data was firstly investi-

gated by Agrawal et al. [1]. In the rule “90% of customers that purchase bread also purchase milk”, 

the antecedent is bread and the consequent is milk. The number 90% is the confidence factor (conf) of 

the rule, which is calculated according to equation 1. The confidence of the rule can be interpreted as 

the probability that the items in the consequent will be purchased given that the items in the antece-

dent are purchased. An AR also has a support level associated to it. The support (sup) of a rule refers 

to how frequently the sets of items X ∪ Y occur in the database. Equation 2 shows how the support of 

an AR is calculated. 
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where n is the number of transactions and � is the total number of transactions. 

Mining ARs means to generate all rules that have support and confidence greater than prede-

fined thresholds.  

Our proposal is to map the problem of finding ARs between items in a market-basket scenario 

to the problem of finding cross-linguistic equivalents on a parallel corpus. A parallel corpus provides 

documents in a language B that are exact translations of documents in a language A. The approach is 

based on co-occurrences and works under the assumption that cross-linguistic equivalents would co-

occur a significant number of times over a parallel corpus. In this work, the transaction database is 

replaced by a text collection; the items that the customer buys correspond to the terms in the text; and 

the shopping transactions are represented by documents.  

The proposed approach to use algorithms for mining ARs for CLIR is divided into the follow-

ing five phases depicted in Figure 1:  
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Figure  1 – Phases of the proposed approach 

(i) Pre-processing: The inputs for this phase are a collection of parallel documents and the original 

query in the source language. During this phase, the original text and its equivalent in the other lan-

guage are initially treated separately. We remove stop-words, apply stemming, and break the docu-

ments into sentences. The output of this phase is a set of pre-processed parallel sentences. During this 

phase, an inverted index containing all stems in the document collection and the list of sentences in 

which they appear is also built. The inverted index will be used in the next phase to enable selection 

of the sentences over which the algorithm for mining ARs is run.  

(ii) Mining ARs: This step consists in generating ARs for the terms in the query. In order to speed up 

rule generation, only sentences that contain the query terms are considered. The output of this phase is 

a set of ARs for each query term. 

(iii) Rule Filtering: The aim of this step is to keep the rules that most likely map a term to its transla-

tion. Rule filtering is based on the following heuristics:  

a) Select the AR with the highest confidence. Such a rule will be called M and it has the greatest 

chance of being the correct mapping.  

b) Select the ARs that have confidence of at least 80% of M. 



  

c) Select ARs with confidence equal to (100 – M ± 0.1). The rationale is that when word in lan-

guage A is translated to two words in language B, the confidences of the ARs tend to be com-

plementary to 100%. 

(iv) Query Translation: Each term in the original query is replaced by all possible translations that 

remain after the filtering process. 

(v) Query Execution: The last step is to execute the queries in a search engine. At this stage, the 

CLIR problem has been reduced to monolingual retrieval.  

Some preliminary experiments we did for CLEF [7] showed encouraging results. Our ap-

proach was ranked amongst the top scoring methods. The test was done using collection of library 

catalogues in English and the query topics were in Spanish. The experiments described here use a 

different test collection and different languages for the query topics. In addition, we compare our pro-

posed approach to MT and test the combination of the two. We also provide a deeper analysis of the 

results. 

There are two basic strategies for generating the ARs to create a bilingual lexicon: (i) eager – 

mining rules for all terms in the collection a priori; and (ii) lazy – mining rules on demand for query 

terms only prior to query processing. Our approach mines the ARs on demand, according to a lazy 

strategy as advocated by Veloso et al. [15]. In their work, the lazy strategy brings improvements in 

terms of the quality of the rules that are generated. However, in our work the gain is in the number of 

ARs that are generated, as we only mine rules for the terms in the query. On the other hand, this strat-

egy slightly delays querying. To speed up this process, we could build a cache of ARs. Only words 

that were not in the lexicon would need mining at query time. 

The main advantage of our approach is that it is simpler than other co-occurrence based 

methods [10-12, 17] and yet the results are comparable or superior. The method does not require the 

generation of a term by document matrix, which is costly. The pruning of the itemsets that are below 

the thresholds for support and confidence allows for efficiency in terms of memory management. It is 

also simpler than MT systems, which typically need more complex Natural Language Processing 

(NLP) capabilities. 



  

4. EXPERIME!TS 

In order to validate the proposal, we carried out four sets of experiments in which we vary: (i) the 

language of the queries; (ii) the parallel corpus used to mine the association rules; (iii) the document 

collection used for searching; and (iv) the set of queries. The experiments aim at demonstrating the 

independence of the proposal in relation to these factors. 

Zettair [18] was the monolingual IR system used in all experiments in conjunction with 

BM25 + [6], our proposed ranking function. We used the Apriori Algorithm [2] to mine the ARs. The 

document collections used in this study differ in two groups, the first consist of complete editions of 

the newspaper Los Angeles Times in 1994 (113.005 documents), and Glasgow Herald 1995 (88874 

documents). Each news document contains on average 569 terms. The second type of collection con-

sists of meta-data from the British Library (1,000,101 documents). Each document has, on average, 

just 19 terms. The queries we used were from the CLEF Campaigns [4].  

In the first experiment we aimed at assessing whether the proposed approach would work for 

queries in different source languages. Queries in Finnish and Portuguese were used to retrieve docu-

ments from the LA Times collection, which is in English. The results have shown that our CLIR sys-

tem achieves 88% of the monolingual performance in terms of mean average precision (MAP). A t-

test has shown that this difference is not statistically significant at a 95% confidence level. In addition, 

the method was performed consistently for both source languages. 

For the second experiment, the goal was to evaluate different alternatives of parallel corpora 

to serve as basis for the mining process. Three alternatives were tested: (i) automatically translating a 

sample of the collection used for querying; (ii) automatically translating a sample of a collection from 

the same domain as the one used for querying; and (iii) using EuroParl, a manually translated parallel 

corpus. The results have shown that best performance was achieved by the first strategy, while the 

worst performance was achieved by the third alternative. We conclude that the domain of the docu-

ments used for mining the ARs plays an important role as when we used documents from a different 

domain, performance suffered. In order to have some means for comparison, this experiment also 

tested automatically translating queries using GoogleTranslator and LEC Power Translator. Our ap-

proach outperforms LEC and its result is comparable to GoogleTranslator. We believe this similarity 



  

in the results favors our approach as it is much simpler than machine translation. For more details on 

this experiment, please refer to [5]. 

The third experiment compared the quality of the system in response to different sets of que-

ries. The results have shown that the quality for both sets of queries are comparable to the best per-

forming groups at CLEF. 

In the fourth experiment, we varied the collection used for querying. This time data was much 

more sparse. The results show that MAP is 86% of the monolingual result. This experiment was 

ranked by CLEF in third place amongst all participating groups. Note that this good result was ob-

tained even without the use of techniques for enhancing the results such as relevance feedback which 

were employed by other participating groups. For more details on this experiment, please refer to [7]. 

5. Prototype for Cross-Language Web Querying 

As part of the work done for the dissertation, a prototype system for cross-language web querying was 

built. It takes query terms in Portuguese, translates them using our approach and sends the corre-

sponding English keywords simultaneously to five search engines (Google, Yahoo!, LiveSearch, AOL 

Search, and Lycos), two image search engines (Google Images and Yahoo Images), two video librar-

ies (YouTube and Yahoo Videos), one academic search (Scholar Google), two digital libraries 

(Wikipedia and ACM) and two e-commerce sites (Amazon and Ebay). The user will have the option 

to translate the search engines’ results into Portuguese using a MT system. The prototype can be eas-

ily adapted to search on digital libraries or any web site that has a search box.  

Our prototype was implemented in PHP and JavaScript. It uses asynchronous calls due to the 

large number of requests required. It is accessible from http://www.inf.ufrgs.br/~apgeraldo/busca. 

6. Conclusion 

This work proposed a new method for CLIR based on association rules to identify the co-occurrence 

of terms over parallel corpora. According to experiments performed, it was observed that the results 

obtained by the proposed method are comparable to those of a monolingual system and to the results 

of the state-of-the-art approaches. 

Even the good results obtained by experiments, there are still many opportunities for im-

provements. In this study we only considered cases where a term in the source language is translated 



  

into one or more simple terms in the target language. Further work will include the treatment of cases 

in which one term translates to two or more terms.  
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