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Abstract

Increasing process variations and sensitivity terapng
conditions are making the design of traditionalchyonous
circuits a challenging task. Correct operationhefse circuits
relies on timing margins, which have an undesiralj cost
in performance and power. One approach to mititjasecost
that is gaining substantial interest is the usinaifhg resilient
microarchitectures that utilize error detecting usmdial
circuits. We evaluate the sensitivity of the tréiosi detector
with time borrowing error detecting latch to timiniglations,
including violations caused by glitches. Resulsvglthat the
classic design is more constrained than previobslieved
and does not guarantee safe operation, i.e. ddegiamantee
that all timing violations will be captured. To ageeme this
limitation, we propose transistor level optimizatsothat
enable safe operation, guaranteeing that all timiotations
are captured, for a cost of 3 extra transistor%p 80leakage
power and 8% in energy.
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1. Introduction and Motivation

As silicon technologies scale into ultra-deep swdvami
nodes, process, voltage and temperature (PVT) tiar&a
play a crucial role in integrated circuits (ICs)sim [1].
Process variations can occur across regions asdahee die,
from die to die and from wafer to wafer. Even ifotw
transistors had precisely the same characteristitsr
fabrication, these characteristics would divergerdkeir life
span because they may not have the same switcbiivifya
and will suffer differently from effects like aging?].
Moreover, variations on the operating conditionstluése
devices result in substantial variation in theieotfical
characteristics [3]. In other words, delay and povegiations
are inevitable and increasingly problematic in
semiconductors. To cope with such phenomena
contemporary clocked designs require delay margins
However, this compromises operating frequency, tlue
margins required to meet timing constraints undér,Rand
energy efficiency, due to the use of higher volgafpeensure
timing closure [4].

The literature propose various approaches to alfevi
these problems, such as the addition of on-dieageltand
temperature sensors and adaptive circuit technjdueshese
solutions still rely on additional timing guard ln[5]. A
more promising approach to mitigating the guarddsas to
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use error detection sequential circuits (EDSs) s€harcuits
allow resilient architectures [5] to operate atgfrencies
higher than those restricted by combinational pailst-case
delays, by monitoring timing faults, also calledoes. When
timing faults are detected, they must be corredtenirring
extra clock cycle penalties. Subsequently, theetimdeoff
between the gains in performance and the incraasesor
rate when defining the operating frequency of étecbased
on EDSs. This technique is gaining attention andoua
works report different approaches for designing ER&d
their benefits, including improving performance and
increasing yield [4]-[13].

Of the EDS circuits published thus far, the traasit
detector with time borrowing (TDTB) error detectitagch
(EDL), proposed by Bowman et al. in [5] is one vemsider
to be particularly interesting. For instance, thesghors
showed that the TDTB provides the best energy ieffiry
among several related circuit options. More impalia the
TDTB stands out by easing the task of dealing with
metastability, which can be tricky in contemporary
technologies, by preventing possible metastableassgfrom
propagating through the datapath. Instead, thegealsi
propagate to the control block, where they can beeraasily
handled. As far as we could verify, other than seeninal
work presented in [5], only two works, [8] and [Hre
available in literature that address the usage dmsign of
TDTBs. However, none of these evaluated the seitgitf
the circuit to glitches, which we believe can jemlize circuit
functionality if not detected and signaled as esror

In this article, we explore hazardous scenariostffier
TDTB, employ an analytical model to explore its &eibr for
different timing violations, including glitches, @rguantify
its sensitivity to such effects. Accordingly, wesdliiss how
designing a TDTB that ensures safe operation is aot
straightforward task and propose optimizationsyigliog a
guideline for TDTB designers. These optimizatioaky ron
"both transistor sizing and classic asynchronousigdes
‘techniques that known for long by quasi-delay-isstére
designers. The optimized versions allow more relakesign
and ensure the capture of all timing violationse Tost for
that is a 30% increase in leakage, 8% in energyperation
and 3 extra transistors.

2. TDTB State-of-the-Art

Bowman et al. proposed a new EDS called TDTB [5],
which schematic appears in Figure 1(a). They comfiae
TDTB with other EDSs through a test-chip in a 656MOS



technology and report that this is the most poviécient

design. Also, they report that another advantagdheoTDTB
is that it enables removing metastability from tfza path,
moving it to the control path (more precisely ire thrror

optimization of the TDTB circuit itself. Another wo of
particular relevance appears in [9]. There, Tursiget al.
propose a modification in the TDTB for subthreshold
operation. The authors begin their discussion ngisi

signal E) where it can be more easily treated. Thisimportant concerns about the design of TDTBs. Télegw

characteristic makes the TDTB more interesting thtrer
EDSs for contemporary applications, as metastghpliays
an increasingly important role in IC design. Thecuait is
composed of a latch, a transition detector (TD)d@yl an
error latch (EL) (2), equivalent to the asymme€i&lement
shown in Figure 2 [14].
Figure 1(b) shows a timing diagram of the TDTB unde

normal operation. When CIk is high, the latch ansparent
and the logic value of D appears in Q, as showtraimsitions

that dimensioning the transistors of the EL is mplex task,
as the inverters loop that keeps node n1 stabl¢ beuseak
enough so that pulses in X can switch its statehEtmore,
the correct behavior of this mechanism is easilyugible
by effects such as PVT variations and crosstalkghvimakes
it inadequate for subthreshold design. To overcdhig
problem the authors propose adding a transmissita fgr
opening the feedback loop when the clock is high,when
the circuit is monitoring timing violations. Theaivback is

DO and D1. Whenever input D switches, the XOR gate that, by using such a mechanism, the operatioheoTDTB

generates a pulse on X due to the delay betwedwdtsn-
puts; see transitions EO and E1. This delay istedehy a
delay element between D and dl and is referredutiirout
this text asA. If the pulse in X occurs while the latch is
opaque, it does not affect the error signal, Endsansition
EO. Therefore, D must be stable before Clk becoinaad
must remain stable throughout the high phase of Btuw-
ever, if a transition on D (and subsequently a @pula X)
occurs while the latch is transparent, this reprssa timing
violation that must be detected by the TD (1) aodesl in EL
(2); see transition E1. Accordingly, the pulse gated on X
is stored in the EL throughout the high phase &f @le to
the memory scheme created by transistors MN3-4\Mip2-
3. This error must be treated by the architectwore the
latch becomes opaque, as E will return to O orfidlieg edge
of Clk; see transition E2.
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Figure 1: TDTB (a) schematic; (b) waveform [5].
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Figure 2: Semi-static asymmetric C-element schematic.

After its initial proposal, the TDTB was used farbs
threshold operation and error detection, correctind pre-
diction techniques. In [8], the authors discussnojations
at the architectural level using the TDTB for sgdating the
occurrence of timing errors. However, there is nalgsis or

relies on internal capacitances and behaves asaardy gate.
This characteristic requires extra care in its giesand
definition of constraints, and can be sensitive RUT
variations and other electrical phenomena [15].

3. Problem Statement

Recalling Figure 1(a) and (b), timing violations
generate a pulse in X, and this pulse must be emeigh to
signal an error in E. The width of this pulse isuathble by
tuning A, where the bigger this delay is the bigger thesgul
in X will be. However, this analysis is only vafiar the cases
where transitions in D are at least a tithapart. Scenarios
where the timing violation is a glitch in D thatfaster than
A have not been previously evaluated, and we belieeg
are a potential source of timing failures. The ecroperation
of TDTB-based circuits relies on the premise tlmat ¢rror
signal guarantees late arriving data does not eixtke
max_delay constraints, defined to meet the latctupse
constraints. However, if a glitch in D propagate®tigh the
TDTB latch but is not detected and signaled by tEzain
exceed the specified timing constraints, jeopandizthe
functionality of the circuit and allowing undesitab
metastability to be injected in the datapath.

Assume that a glitch with width DG occurs in D vehihe
TDTB monitor errors. In this case, it is possilbeidentify
three possible scenarios: (i) if D&\>this generates in X two
pulses with width\ separated by DG 4; (ii) if DG = A, one
pulse with width A is generated in X; (iii) if DG <, two
pulses with width DG separated hy- DG are generated in
X. Consider scenarios (i) and (ii). If the defioitiof A is the
minimum pulse that the EL can sense, an error bigila
always be generated for glitches under such camditiThis
is because the propagated pulses for (i) andr@i)gaing to
be A and 2\, respectively. In this case, one can tune the EL
to be sufficiently sensitive becaugeis a known value.
However, to guarantee that an error is always dembifor
scenario (iii), the EL must reliably sense pulsewidth DG.
This is a more challenging task because differentces can
generate these and they can be narrower than taelgay,
as discussed in detail e.g. in [16]. Albeit narrtivese pulses
are still hazardous and must be captured by the, BBlthey
can propagate through the datapath latch as timotgtions.
Hence, in a robust design, the TD+EL, the block posed
by (1) and (2), must be at least as sensitiveitohgls as the
latch. This covers scenarios (i)-(iii) and guarast¢hat a



glitch that propagates from D to Q will generafgusse in X
that the EL is able to detect and switch E to 1.

To verify the robustness of the TDTB we adapted the
work proposed by Gili et al. in [17], an analytiegdproach of
modeling the glitch sensitivity of combinationaltgs The
model relies on fitting simulation data obtainedotigh
simulation of the circuits under evaluation (CUEs# three-
dimensional surface. Additionally, the authors pr#sv/0 as
the pulse height at the input of a CUE for a spegfilse
width such that ¥, the height of the pulse generated at the
output of the CUE, is equal togy2. In other words, VO rep-
resents the switching threshold of CUEs, i.e. theimum
height for an input pulse that creates a puls@énotutput. In
[17], the authors define VO as:

Vo =Vac(1+(5) ) M)
wherea is a curve-fit parameter angntis the input pulse
width. Parameters; and \bc are the propagation delay and
switching threshold, respectively, and come fromwation.

Because we are primarily concerned with quantifyime
switching threshold of CUEs, we focus on VO. Intféor our
CUEs, VO quantifies the minimum pulse width andghei
combination that causes the propagation of a timiafgtion
to the datapath for the latch and that enablegjiit@gan error
in E for the TD+EL. The drawback is that VDC canmet
easily determined with a high level of accuracy foe
TD+EL because a DC analysis does not capture thees#al
behavior of the TD created iy Therefore, we introducg
to replace ¥c and allow the curve-fitting algorithm to
determine this value based on our simulation data.
Accordingly, we define VOas:

Vo’ =ﬁ(1+(t‘%) ). @)

To collect data, we designed a TDTB targeting ané5n
bulk CMOS technology using conventional cells froime
core library and a C-element from the ASCEND likrids8].
We then analyzed the sensitivity of the latch drelTD+EL
to timing violations on D. For the latter we implented two
versions, withA delays of 4 and 6 inverters (4l and 6l). Note
that preliminary simulation showed that smallatelays lead
to pulses in X that are too narrow for EL to cagtitr Figure
3 shows the simulation environment, defined accayth the
guidelines of [17], where each CUE receives inpatif an
inverter and drives an output load. In our caseyses a load
equivalent to a fan-out of 4. An ideal voltage s®uy feeds
the input inverter and a capacitance C was plaetdden the
inverter and the CUE to control the pulse heiglt aidth.

To collect data for curve fitting, we varied thedi¥i and
height of pulses in V from 1ps to 200ps and 50m\1Yb
(nominal voltage), respectively, and C from 1fRL&F. The
combination of values enabled the analysis of @&000
glitch scenarios. This allowed a comprehensive agion
of the behavior for the evaluated circuits, enhagcihe
precision of curve fitting. We simulated all scanarfor each
circuit using Cadence Spectre and measured théthaigl
width of the glitch generated by the input invertegether
with the pulse propagated through the CUE. Matlab’s
| scurvefit function provided the curve fitting execution,
although any general curve fitting method shouldvjafe
similar results. Through simulation and fitting ,(2ve

obtained Figure 4 with the following parameters:itfe latch,
=0.8029 an=0.4409 with td=47.4ps and R2=0.9914; for
the 41 TD+EL,0=0.4963 an®=0.3196 with td=111.3ps and
R2=0.9933; and for the 61 TD+Ek=0.7024 an3=0.3284
with td=122.8ps and R2=0.9752.

Observing Figure 4, the most sensitive designhdlle a
curve as close to the (0, 0) intersection as plessiidicating
that it responds to input glitches that presentidmegghts and
widths. Additionally, this analysis is not only digke for
timing violations caused by glitches, as full tiéiogs will
also generate a pulse in X and the sensitivityhefEL will
determine its capability of capturing the violatidks Figure
4 shows, the 61 TD+EL is clearly not suited foresaperation,
as its sensitivity is worse than that of the latdine 4l
TD+EL, on the other hand, safely captures smaditigds, but
presents similar sensitivity to wide glitches as tatch. As
discussed in [16], glitches propagated through doational
logic can have different widths and heights. Themef the
obtained results indicate that the classic TDTBsdoet
guarantee safe operation, i.e. some glitches cddd
propagated through the latch without generatingeemor
signal.
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Figure 3: Simulation environment setup from [17].
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Figure 4: VO'for TDTB.

4. TDTB Optimization

In view of the problem described in Section IlI, we-
pose two optimizations for the TDTB: (i) transistevel
optimization of the XOR in the TD for enlarging thelse
generated in X; and (ii) the use of a static C-HEam
implementation for ELs. Throughout this text weereto (i)
as the optimized XOR TD (OX-TD) and (ii) as thetist&L
(S-EL). Recalling Figure 1(a), the XOR gate geresatulses
that feed the EL whenever D switches. The widesahmilses
are the easier it is for them to be captured. is Way, it is
desirable that the XOR gate present: (1) a fagiorese to
transitions in D; (2) a slow response to transgiamdl; (3)
fast low-to-high output transition arcs; and (4)velhigh-to-
low output transition arcs. Figure 5 shows the sdtec of
the XOR circuit we employed in our experiments. The
implementation is a classic complementary desigat th
consists of a NOR2 connected to an AOI22 gate. Wse
this topology instead of a pass-transistor logisdobagate to
avoid charge sharing effects, which could comprengigch



sensitivity. While this particular design was ashlke in our
library, the strategy described herein can be adpb other
topologies as well.

Vdd

Figure 5: XOR circuit schematic.

In our design, D connects to input B of the XORe(se
Figure 5) because this is the most responsive jnghith is
in agreement with item (1) of the TD optimization.
Furthermore, we modified the width of transistogsand P4
to make the gate even more responsive to transifiorD.
Note that a tradeoff exists in setting the transstwidths, as
a wider gate increases the driving strength bt imlsreases
its input capacitance, which makes it less respenso
glitches. Accordingly, we employed SPICE to swebp t
widths and defined these as the largest size béfieranput
capacitance became dominant. The same approach
applied to transistor N1. These optimization stepabled
meeting items (1) and (3) of the TD optimizationtlae XOR
became more responsive to transitions on D anddekhigh
output transition arcs were sped up due to theasad width.
Note that another possible optimization vectoeacing P2
and P4 with low Vt transistors. While this doesraase
sensitivity to D, it also causes an increase ikdga power,
making it undesirable for low power designs. Newg
reduced the width of transistors N2-4 to minimugesihile
also reducing their responsiveness to transitionglloand
increasing the delay of high-to-low output trarsitiarcs.
This facilitates satisfying items (2) and (4) ofetirD
optimization.

Using an OX-TD, we designed an optimized TD+EL,
referred to as OX-TD+EL. The same analytical model
described in Section Ill was employed to obtainapzsters
0=0.3914, an$=0.2510 with td=95.9ps and R2=0.976. With
these values, we obtained a closed form solutioV@ as a
function of twin. As Figure 6 shows, the optimizgctuit is
more sensitive to glitches than the latch. In fédg able to
capture all glitches propagated by the latch. Tgkir0'
measured at twin of 50ps and 100ps as a metrgefwitivity,
this circuit is respectively 33% and 27% more déresthan
the original TD+EL. However, this improvement cona¢su
cost in average leakage power and energy per operdthe
original TDTB achieves 0.181uW and 18.51fJ, respelst,
while the OX-TDTB reaches 0.229uW and 21.6fJ, which
gives respective overheads of 27% and 17%.
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Figure 6. VO'for latch, OX-TD+EL and SOX-TD+EL.
Further sensitivity optimizations and overhead otidns
on can be obtained using an S-EL, optimization Fgr this
optimization, we analyzed the C-element used irotignal
TDTB, which employs a semi-static topology in whiah
conflict between the keeper and forward path existise the
gate is switching [18]. Analyzing the schematidFigure 2,
for switching E to 0, the PMOS of the logic stabk0) must
overpower the NMOS of the feedback inverter (MN43,
both drive the internal node nl. Similarly, to sskitE to 1,
transistors MNO and MN1 must overpower the PMO$ef
feedback inverter (MP3). Such characteristics oglyareful
design of the C-element, since transistors MPO, Mixa
MN1 must always be stronger than transistors MRENNA4.

Wa4& static implementation, which schematic appearkigure

7, alleviates these problems. The basic differdnm@ the
original circuit is the addition of transistors MNEIP4 and
MP5. These avoid the conflict that is present endbmi-static
topology, as they disconnect the feedback invérten the
power rails while the output is allowed to switch.

Vvdd
Vdd
n
_QIEI\;PZ —q| MP3
|
{32 s
Vdd % MN4
Clk
Clk E[EPO vdd
o—d
e
MN1
no MN2
X —{[mno

Figure 7: Static C-element schematic.

For instance, consider that output E is at 1 aedirput
Clk switches from 1 to 0. In this case, MPO is admon and
starts to charge the internal node nl. At the séame MN5
is turned off, avoiding the feedback inverter tectiiarge n1,
preventing the conflict situation. Also, as soon rds is
charged, n2 is discharged through MN3, storingviilae in
the memory mechanism. Now consider that X is stable
and Clk switches back to 1. In this case, we hheevalue of
nl being kept by the path composed by MP3 and MPBH2
and X are at 0. However, as soon as a glitch sotket and X
switches to 1, nl is discharged through MNO and MN1



switching the error signal E to 1. Note that irsttése conflict

is also avoided, because as soon as X switchesNtP% is
turned off, disconnecting the feedback path. Téihihique is
common in asynchronous designs and is well known to
provide improvements in operating speed, leakageepand
energy [18].

Using an S-EL, we designed an optimized OX-TD+EL
designated as the SOX-TD+EL. For this circuit, gliéch
sensitivity model generated=0.3499 andB=0.2485 with
td=77.9ps and R2=0.9982. V&s a function of twin for this
circuit is also plotted in Figure 6. As the chahbws, it
provides even better sensitivity than the OX-TD-BI,6%
and 30.3% higher than the latch at twin of 50ps &D@ps,
respectively. Moreover, it enables modest redustiam
power and energy overheads. Accordingly a SOX-TDTB [9]
presents a leakage power of 0.236uW (an overhe&@%f
over the original design) and 20fJ for energy peration (an
overhead of 8% over the original design), at thet 063 extra
transistors.

(6]

(7]

(8]

(10]

5. Conclusions

This work addressed the sensitivity of the TDTB EfoL
timing violations, including those caused by glégsh Our
analysis shows that the classic implementation @ n
sufficient for ensuring safe operation. It allowset
propagation of undetected errors in the datapatssiply
leading to metastable states. In order to overcdhig
problem, we proposed two optimizations: OX-TDTB and
SOX-TDTB. The optimized circuits are able to detatit
violations that would propagate by the latch in ta¢apath,
ensuring safe operation, at the cost of 30% inerdas
leakage, 8% in energy per operation and 3 extresigtors

(11]

(12]
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