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Abstract. In this paper we present the ReTraTos methodology to automatically induce bilingual resources —transfer rules and bilingual dictionaries— from parallel corpora. These resources are very useful in Machine Translation (MT) and other bilingual Natural Language Processing (NLP) applications. As a result, several automatic approaches have been proposed to avoid the extensive hard work employed to manually build these resources. The automatic approaches described in this paper aim at building bilingual dictionaries and shallow-transfer rules by extracting knowledge from word-aligned and part-of-speech tagged parallel corpora. Experiments carried out with Brazilian Portuguese–Spanish and Brazilian Portuguese–English parallel texts show that the proposed methodologies can speed the development of these valuable computational resources and, thus, help the development of MT systems for new pairs of languages. Furthermore, the rule induction methodology is innovative in the way rules are identified and filtered.

1 Introduction

Machine Translation (MT) is one of the oldest and most important Natural Language Processing (NLP) applications. Since its beginnings several methods have been proposed ranging from the basic level —in which MT is performed by just replacing words in a source language by words in a target language—to more sophisticated ones —which rely on manually created translation rules (Rule-based Machine Translation, RBMT) or automatically generated statistical models (Statistical Machine Translation, SMT).

On the one hand, RBMT is performed based on some machine-readable bilingual linguistic resources such as bilingual single-word and multi-word correspondences, transfer rules and go on. On the other hand, SMT is performed based on language and translation models learned from a huge parallel corpus, that is, a set of translation examples, usually sentences. These bilingual resources

1 This paper has a strong similarity with [1] since both works describe the ReTraTos project methodology and results.
(dictionaries, rules or corpora) demand extensive manual work to be built. In an attempt to overcome this bottleneck, several automatic methods have been proposed to build bilingual dictionaries [2–5] and translation grammars [6–9].

In this paper we describe the methods proposed in ReTraTos\(^2\) project, which build bilingual dictionaries and shallow-transfer rules from lexically aligned and part-of-speech tagged parallel corpora. The proposed approaches were tested in Brazilian Portuguese (\textit{pt}), Spanish (\textit{es}) and English (\textit{en}) parallel texts. To our knowledge, ReTraTos is the first project to study the automatic induction of bilingual resources for Brazilian Portuguese, and with reasonable results.

This paper is organized as follows. Section 2 presents related work on automatic induction of bilingual dictionaries and transfer rules. The induction methods of ReTraTos are briefly described in Section 3 and Section 4 presents some experiments carried out with them and \textit{pt}–\textit{es} and \textit{pt}–\textit{en} parallel corpora. This paper ends with some conclusions and proposals for future work (Section 5).

2 Related Work

Usually, a bilingual dictionary is obtained as a by-product of an automatic word alignment process [10–12]. In [2], for example, an English–Chinese dictionary was automatically induced by means of training a variant of the statistical model described in [10]. By contrast, the method proposed in [3] uses a non-aligned parallel corpus to induce bilingual entries for nouns and proper nouns based on co-occurrence positions. Besides the alignment-based approaches, others have also been proposed in the literature such as [4] and [5]. While [4] builds a bilingual dictionary from unrelated monolingual corpora, [5] combines two existing bilingual dictionaries to build a third one using one language as a bridge.

The transfer rule induction methods also use the alignment information to help the induction process. For example, the method proposed in [6] uses shallow information to induce transfer rules in two steps: monolingual and bilingual. In the monolingual step, the method looks for sequences of items that occur at least in two sentences by processing each side (source or target) separately —these sequences are taken as monolingual patterns. In the bilingual step, the method builds bilingual patterns following a co-occurrence criterion: one source pattern and one target pattern occurring in the same pair of sentences are taken to be mutual translations. Finally, a bilingual similarity (distance) measure is used to set the alignment between source and target items that form a bilingual pattern.

The method proposed in [7], by its turn, uses more complex information to induce rules. It aligns the nodes of the source and target parse trees by looking for word correspondences in a bilingual dictionary. Then, following a best-first strategy (processing first the nodes with the best word correspondences), the method aligns the remaining nodes using a manually defined alignment grammar composed of 18 bilingual compositional rules. After finding alignments between nodes of both parse trees, these alignments are expanded using linguistic constructs (such as noun and verb phrases) as context boundaries.

\(^2\)http://www.nilc.icmc.usp.br,nilc/projects/retratos.htm
The method in [8] infers hierarchical syntactic transfer rules, initially, on the basis of the constituents of both (manually) word-aligned languages. To do so, sentences from the language with more resources (English, in that case) are parsed and disambiguated. Value and agreement constraints are set from the syntactic structure, the word alignments and the source/target dictionaries. Value constraints specify which values the morphological features of source and target words should have (for instance, masculine as gender, singular as number and so on). The agreement constraints, in turn, specify whether these values should be the same.

This paper presents an innovative approach to induce transfer rules regarding the way the rules are identified —based on the alignment blocks— and filtered, as explained in Section 3.

3 ReTraTos Environment

Figure 1 shows the general scheme to the induction and translation phases in the ReTraTos environment. The input for both induction methods (bilingual dictionary and transfer rule) is a PoS-tagged and word-aligned parallel corpus. After having been induced, the resources —transfer grammar and bilingual dictionary— are used to translate source sentences into target sentences.

Fig. 1. Scheme of the induction and translation phases in the ReTraTos environment

The bilingual dictionary induction process comprises the following steps: (1) the compilation of two bilingual dictionaries, one for each translation direction (one source–target and another target–source); (2) the merging of these two dictionaries in one specifying the valid translation direction if necessary; (3) the generalization of morphological attribute values in the bilingual entries; and (4) the treatment of morphosyntactic differences related to entries in which the value of the target gender/number attribute has to be determined from information that goes beyond the scope of the bilingual entry itself.3

3 For example, the es noun tesis (thesis) is valid for both number (singular and plural) and it has two possible pt translations: tese (singular) and teoses (plural).
The rule induction method, in turn, is performed based on alignment blocks: sequences of aligned items in the translation examples. Figure 2 shows the three types of alignment blocks: omission (type 0), alignment preserving item order in sentence (type 1) and reordering (type 2).

![Fig. 2. Types of alignment blocks](image)

In this figure, source and target items are accompanied by their positions in the source and target sentences. For example, the source items \( a \) and \( b \) are aligned to \( a' \), \( a'' \) and \( b' \) in a way that preserves item order, thus, they form an alignment block of type 1.\(^4\) Furthermore, they are also part of an alignment block of type 2, since the source item \( c \) has a cross-link to \( c' \).\(^5\)

Just as alignment templates [13], these alignment blocks are designed to define the scope for searching patterns. However, alignment blocks are quite different from alignment templates mainly in the way they are built. Whereas alignment blocks are built based on the type of alignment between items, the alignment templates are built on the basis of statistical criteria that do not take into account the type of alignment between items. The assumption behind inducing rules based on alignment blocks is that dealing with each type of alignment separately allows for the identification of relevant patterns even from less frequent alignment types (0 and 2) since patterns are identified based on the number of alignment blocks. After building these alignment blocks, the rules are induced from each type separately, following the four phases: (1) pattern identification, (2) rule generation, (3) rule filtering and (4) rule ordering.

Firstly, similarly to [6], the bilingual patterns are extracted in two steps: monolingual and bilingual. In the monolingual step, source patterns are identified by an algorithm based on the sequential pattern mining technique and the PrefixSpan algorithm [14]. In the bilingual step, the target items aligned to each source pattern are looked for (in the parallel translation example) to form the bilingual pattern.

Secondly, the rule generation phase encompasses: (a) the building of constraints between morphological values on one (monolingual) or both (bilingual) sides of a bilingual pattern and (b) the generalization of these constraints. Two kinds of constraints can be built: value constraints and agreement/value constraints.

\(^4\) The alignment from \( a \) to \( a' \) and \( a'' \) is an example of the opposite of omission, since one source item gives rise to two target items.

\(^5\) Only alignment blocks of type 2 can include other alignment blocks (types 0 and 1).
straints. A value constraint specifies which values are expected for the features on each side of a bilingual pattern. An agreement/value constraint, in turn, specifies which items on one or both sides have the same feature values (agreement constraint) and which are these values (value constraint).

Thirdly, the induced rules are filtered to solve ambiguities. An ambiguous rule has the same sequence of PoS tags in the source side, and different PoS tag sequences in the target side. To decide, the filtering module looks for morphological or lexical values, which could distinguish them. For example, it could be possible to distinguish between two ambiguous rules with “n adj” (noun adjective) as their sequence of source PoS tags finding out that one rule was induced from examples with feminine nouns and the other, from masculine nouns as stated in their constraints. If it is not possible to find a value to distinguish the several target PoS tag sequences, the most frequent one is chosen.

Finally, the rule ordering specifies the order in which transfer rules should be applied. It is done implicitly by setting the occurrence frequency of each rule, each target side and each constraint set. The occurrence frequency of a rule is the number of times its source sequence of PoS tags was found in the training corpus. Then, for each rule, the occurrence frequency of a target side (constraint set) is the number of times this target side (constraint set) was found for this specific rule, in the training corpus. The frequencies are used to choose the “best suitable rule” as explained in the next section.

A more detailed description of the induction processes described in this section can be found in [15] and [16].

4 Experiments and Results

The experiments described in this paper were carried out using the training and the test/reference pt–es and pt–en parallel corpora composed of articles from a Brazilian scientific magazine, Pesquisa FAPESP.

The training corpora were preprocessed in a three-step process. First, they were automatically sentence-aligned using an implementation of the Translation Corpus Aligner [17]. Then, both corpora were PoS-tagged using the morphological analyser and the PoS tagger available in Apertium based on an enlarged version of the Morphological Dictionaries [15, 18]. Finally, the translation examples were word-aligned using LIHLA [12] for pt–es and GIZA++ [11] for pt–en. For details of these preprocessed process see [15] and [18]. The resulting pt–es training corpus consists of 18,236 pairs of parallel sentences with 503,596 tokens in pt and 545,866 in es. The pt–en training corpus, in turn, has 17,397 pairs of parallel sentences and 494,391 tokens in pt and 532,121 in en.

From these training corpora two bilingual dictionaries and several different configurations of transfer rules were derived considering distinct input param-

\footnote{Our value constraints are like in [8], but our agreement/value constraints are different from their agreement constraints since, here, the values are explicitly defined.}

\footnote{http://revistapesquisa.fapesp.br.}

\footnote{The open-source machine translation platform Apertium, including linguistic data for several language pairs and documentation, is available at http://www.apertium.org.}

To evaluate the performance of the MT based on the induced resources, we use a test corpus composed of 649 parallel sentences with 16,801 tokens in pt, 17,731 in es and 18,543 in en (about 3.5% of the size of training corpora). The pt–es and pt–en reference corpora were created from the corresponding parallel sentences in the test corpus. The performance was measured by means of the BLEU [19] and NIST [20] measures, which give an indication of translation performance. Both take into account, in different ways, the number of n-grams common to the automatically translated sentence and the reference sentence, and estimate the similarity in terms of length, word choice and order.

In these experiments, we evaluated the sentences translated by the ReTraTos MT system by using only the induced dictionary in the word-by-word translation (ReTraTos_word-by-word) or also the transfer rules in the transfer translation (ReTraTos_transfer).

We also evaluated translations produced by other MT systems available for the studied languages. For pt–es–pt, we have used two versions of the es-pt data provided in the open-source MT platform Apertium: version 0.9.1, which will be called Apertium and version 0.9.2, using a larger dictionary, which will be called Apertium-P.9 For pt–en–pt, we have used the MT systems: FreeTranslation,10 BabelFish11 and Google12 translators.

Table 1. Evaluation of pt–es–pt and pt–en–pt MT

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>ReTraTos_transfer</td>
<td>65.13</td>
<td>10.85</td>
<td>66.66</td>
<td>10.97</td>
<td>28.32</td>
<td>7.09</td>
<td>24.00</td>
<td>6.11</td>
</tr>
<tr>
<td>ReTraTos_word-by-word</td>
<td>64.90</td>
<td>10.82</td>
<td>66.49</td>
<td>10.95</td>
<td>26.06</td>
<td>6.77</td>
<td>23.24</td>
<td>6.02</td>
</tr>
<tr>
<td>Apertium</td>
<td>63.82</td>
<td>10.64</td>
<td>60.98</td>
<td>10.30</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Apertium-P</td>
<td>63.87</td>
<td>10.64</td>
<td>62.88</td>
<td>10.51</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>FreeTranslation</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>32.94</td>
<td>7.65</td>
<td>30.53</td>
<td>6.84</td>
</tr>
<tr>
<td>BabelFish</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>31.61</td>
<td>7.46</td>
<td>36.66</td>
<td>7.68</td>
</tr>
<tr>
<td>Google</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>32.95</td>
<td>7.61</td>
<td>31.21</td>
<td>6.88</td>
</tr>
</tbody>
</table>

Table 1 shows the results of MT evaluation. From these values, for pt–es–pt, it is possible to notice that the ReTraTos MT system using only one (ReTraTos_word-by-word) or both (ReTraTos_transfer) the induced linguistic resources performed a little better than Apertium’s versions. In the pt–es direction, when compared to Apertium-P, the ReTraTos_transfer had an im-

9 Version 0.9.2 was the one that could be tried online in April 2007 at http://xixona.dlsi.ua.es/prototype.
improvement of around 2% in BLEU and NIST; while in the es–pt direction, this improvement was of 6% in BLEU and 4% in NIST.

The similar performances of the two versions of ReTraTos (transfer and word-by-word) seem to be due to the greater coverage of the induced bilingual dictionary on the texts of the domain. From this fact we can conclude that, for related languages such as pt and es, a greater coverage of the bilingual dictionary has a stronger impact in translation than the transfer rules.

In the evaluation of pt–en–pt pair of languages, the translation produced by the ReTraTos versions were not so good as those for the pt–es pair. This result was already expected, since the transfer rule induction system was not designed to deal with more complex changes in the structure of translation, very frequent when translating from more distant languages such as pt and en.

However, it is worth noticing that the improvement attributed to the use of rules compared to the word-by-word translation in the pt–en–pt pair is greater (3-8% in BLEU and 1-4% in NIST) than in the pt–es–pt pair (less than 1% in both measures). This means that, albeit simple (in the sense that they perform only shallow changes), the induced rules can significantly improve word-by-word translation between more distant languages. To deal with this far distance between languages, we intend to induce new rules using also syntactic information and measure the gain in MT performance, if any.

5 Conclusions and Future Work

Following the ReTraTos methodology we found that the bilingual resources inferred for Brazilian Portuguese–Spanish and Brazilian Portuguese–English language pairs together with the monolingual resources used to infer them can be combined to build a promising first version of a shallow-transfer MT system. Thus, the proposed induction methods are a promise to a fast development of bilingual resources and MT systems, since only a parallel corpora—preprocessed as explained in Section 4—is required to produce bilingual dictionaries and transfer rules for any pair of languages.\textsuperscript{13}

As future work, we intend to develop a new version of our transfer rule induction method which will be based on syntactic information together with part-of-speech tags. In this new version we aim at coping with the problems found in the current version when translating from/to pt to/from en.
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