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Abstract. We propose a novel approach for word sense digaatiin which makes

use of corpus-based evidence combined with badkdrdmowledge. Using an

inductive logic programming technique, it generabgzessive models which exploit
several knowledge sources and also the relatiom@grthem. The approach is
evaluated in monolingual and multilingual taskeniification of the correct English-

Portuguese translation of verbs and disambiguafiarerbs and nouns from official

WSD competitions. The accuracy obtained in theilingttal task outperforms the

alternative learning techniques investigated. Thadels also yielded significant

improvement to the translation quality when intesgtainto a machine translation
system. In the monolingual tasks, even though soige of our knowledge sources
can be used and nouns are included, the approdompseas well as or very close to
the state-of-the-art systems.
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1 Introduction

Word Sense Disambiguation (WSD) is concerned \ighidentification of the meaning of
ambiguous words in context. For example, amongdssible senses of the verb “run” are
“to move fast by using one's feethd “to direct or control’. Sense ambiguity hasrbee
recognized as one of the most important obstazlegacessful language understanding in a
number of applications, such as Machine Translai@hQuestion Answering.

A number ofknowm edge-based approaches have been proposed to this problem, making
use of linguistic knowledge manually codified otragted from lexical resources [1]. Recent
approaches focus on the use of various lexicaliress and corpus-based techniques, along
with statistical or machine learning algorithmsirtduce disambiguation models and thus
avoid the substantial effort required to codifyglirstic knowledge [14], [22]. These
approaches have shown good results, particuladgettusing supervised learning [2].



However, they rely on limited knowledge represémtatand modeling techniques:
traditional machine learning algorithms and attebealue vectors to represent
disambiguation instances. Attribute-value vectoeweh the same expressiveness as
propositional formalisms, that is, they only alltive representation of atomic propositions
and constants. This has made it difficult to expleep knowledge sources in the generation
of the disambiguation models, that is, knowledge ¢loes beyond simple features extracted
directly from the corpus, like bag-of-words andazdtions. For example, it is not possible
to utilize relational information, such as semarglations among the words in the sentence.
As a consequence, the models produced reflecttmhallow knowledge that is provided.

In this paper we present a novel approach for W®D follows a hybrid strategy, i.e.
combines knowledge and corpus-based evidence, mphbys a first-order formalism to
allow the representation of deep knowledge ab®ainabiguation examples together with a
powerful modeling technique. This is achieved us$inductive Logic Programming (ILP)
[7], which has not yet been applied to WSD. Ourdtlyesis is that by using a highly
expressive representation formalism, a range afl¢strand deep) knowledge sources and
ILP as learning technique, it is possible to geramgodels that, when compared to models
produced by machine learning algorithms converitipagplied to WSD, are both more
accurate for fine-grained distinctions, and mdelyi to convey potentially new knowledge,
in a format that can be easily interpreted by hignan

WSD systems have generally been more successhé idisambiguation of nouns than
other grammatical categories [6]. Disambiguationvefbs generally benefits from very
specific knowledge sources, such as the verb’§aelto other items in the sentence. We
believe this is a task to which ILP is particulankgll-suited. Therefore, we focus on the
disambiguation of verbs, as opposed to most qirénaous work.

WSD is usually approached as an independent taskever, it has been argued that
different applications may have specific requiretsielor example, in machine translation,
WSD, ortrandation disambiguation, is responsible for identifying the corré@ndation of
an ambiguous source word. This paper focuses oappieation of our approach to the
translation of verbs from English to Portuguestoaigh experiments with a monolingual
task are also described.

In the remainder of this paper, we briefly introeldtP and show how we apply this
technique to WSD (Section 3) to then we describexgperiments and results (Section 4).

3 A hybrid relational approach to WSD

3.1 Inductive Logic Programming

Inductive Logic Programming [7] employs technigfresn Machine Learning and Logic
Programming to build first-order theories from exéen and background knowledge, which
are also represented by first-order clausesolvalthe efficient representation of substantial
knowledge about the problem, which is used durimg léarning process, and produces
disambiguation models reflecting this knowledgee gbneral approach underlying ILP can
be outlined as followssiven:

- a set of positive and negative examesE’ 0 E

- a predicat specifying the target relation to be learned



- knowledgeK of the domain, described according to a languagevhich specifies
which predicateg can be part of the definition pf

The goal is:to induce a hypothesis (theory or modefpr p, with relation toE and K
which covers most of tHe", without covering th&”, i.e.,K OhF E* & KOhF E..

We use the Aleph ILP system [21], which provides@aplete inference engine and can
be customized in various ways.

3.2 Knowledge sources

An important step when designing ILP-based appesaghthe appropriate identification,
extraction and representation of relevant backgtdmowledge for the problem. This is not
a trivial process, but without carefully designedtéire engineering the ILP characteristics
that make it different from traditional learningg@afithms cannot be truly exploited. The
following sources of knowledge were automaticaligracted from corpus and lexical
resources and used by in our experiments. We Uissdtiya existing NLP tools whenever
possible, and implemented our own tools when nagesd/e limit the context window to
the size of the sentence containing the ambiguous: w

» KS;. Bag-of-words consisting of 5 words to the righd &ft of the verb.

e KS.. Frequent bigrams consisting of pairs of adjaeents in a sentence which
occur more than 10 times in the corpus.

e KSs Narrow contextontaining5 content words to the right and left of the verb,
identified by the Mxpost Part-of-Speech (POS) tafitis].

e KS, POS tags of 5 words to the right and left ofvibids, given by Mxpost.

e KS:s 11 collocations of the verb: 1st prepositionhie tight, 1st and 2nd words to
the left and right, 1st noun, 1st adjective, ardvéeh to the left and right, also
identified using Mxpost.

* KSq Subject and object of the verb, given by the péinparser [5].

* KS; Grammatical relations: verb-subject, verb-objeerh-modifier, subject-
modifier, and object-modifier, as identified by Nfiar.

* KSg The sense with the highest count of overlappimgdsy in its dictionary
definition and in the sentence containing the takgeb, extracted from the
bilingual dictionaryPassword [10], for the multilingual task, and frolrongman
Dictionary (LDOCE) [11], for the monolingual task.

* KS,. Selectional restrictions of the verbs, defineteims of the features required
by its arguments, as extracted from LDOCE, e.g.vrbcone, in the sense of
move toward, requires aanimate subject, and no object. If the restrictions impose
by the verb are not satisfied by its arguments, féla¢ures of synonyms and
hyperonyms of these arguments — extracted from Mé&irfl] — are also verified.
A hierarchy of feature types is used to accountdstrictions established by the
verb that are more general than the features Higriis arguments.

The following knowledge sources were designed fdtilimgual applications only:
* KSjo Phrasal verbs potentially occurring in the ser@eitentified using a list of
phrasal verbs extracted from the same bilingualraodolingual dictionaries and
simple heuristics to detect occurrences of sepaeata inseparable phrasal verbs



containing the verb under consideration.

* KSy;. Bag-of-words consisting of 5 Portuguese wordthéoright and left of the
target verb in its sentence translation. This cdagldobtained using a machine
translation system that would translate first tlwm-ambiguous words in the
sentence. We extracted it using a parallel corpus.

e KSy,. Collocations consisting of 5 Portuguese wordbkeaight and the left of the
verb in its sentence translation.

Based on the examples, background knowledge areties of settings specifying the

predicate to be learned (i.e., the heads of thes)uthe predicates that can be in the
conditional part of the rules, how the arguments lwa shared among different predicates
and several other parameters, the inference epgiaeices a set of rules. Figure 1 shows

examples of the rules induced fome in a multilingual task

Models learned with ILP are symbolic and can beilyeasterpreted. Moreover,
innovative knowledge about the problem can ememga the rules learned by the system.
For exampleRule_1states that the translation of the verb will bectgar” @rrive) if it has a
certain subjecB, which occurs frequently with the wotdday as a bigram, and if the
partially translated sentence contains the worde"hfthe translation otoday). Rule_2
states that the translation will be “virhgve toward) if the subject of the verb has the feature
animate and there is no object, or if the verb has a stiBjéhat is also a collocation C, in a
position of a proper nounrfp) or personal pronouipr(p).

Rule_1.sense(A, chegar) :-
has_rel(A, subj, B), has_bigram(A, today, B|
has_bag_trans(A, hoje).

Rule_2.sense(A, vir) :-
satisfy_restriction(A, [animate], nil);

(has rel(A, subj, B),
(has collocation(A, C, B),
(has pos(A, C, nnp); has pos(A, C, prp))).

Fig.1. Examples of rules produced for “come” in the rfingiuial task

4. Experiments and results

The model produced for each verb was tested byiagphe rules in aecison-list like
approach, i.e., retaining the order in which theyeaproduced, using one rule at a time,
removing all the examples covered by it from th& &et, and backing off to the most
frequent sense in the training set to classifysctise were not covered by the rules.

4.1 Multilingual task
For the first scenario, a corpus containing 5,080temces for 10 highly frequent and

ambiguous verbs (500 for each verb) was extraoted torpora of different domains and
genres, e.g., literary fiction and European Padisnproceedings. This corpus was semi-



automatically annotated with the translation of wWeeb using a tagging system based on
parallel corpus, statistical information and tratish dictionaries [20]. This tagging system
outputs the most probable translation for eachremece of the verb in the parallel corpus. It
showed an average precision of approximately 82@arious experiments, and thus we
manually reviewed the automatic annotation. Theesegpository of a verb was defined as
the set of all the possible translations of théb we the corpus. 80% of the corpus was used
for training, and the remainder was retained feir The verbs (and their number of senses in
the corpus) are: ask (7), come (29), get (41), @2¥ go (30), live (8), look (12), make (21),
take (32) and tell (8).

The last column of Table 1 shows the accuraciesdptage of corpus instances which
were correctly disambiguated) obtained by the Ild@lels. These are compared against the
accuracy that would be obtained by using the nmegqtient translation in the training set to
classify all the examples of the test sejfrity sense). For comparison, we also
experimented with three learning algorithms fredyensed for WSD, which rely on
knowledge represented by attribute-value vectofss @ecision-trees), Naive Bayes and
Support Vector Machine (SVM). In an attempt to espnt all knowledge sources in
attribute-value vectors, KSKS;, KSq and KSgwere transformed into binary attributes. On
average, the accuracy of the ILP approach is gignify better than the most frequent sense
baseline and the other learning algorithms (pditesdt;p < 0.05). As expected, accuracy is
generally higher for verbs with fewer possible stations.

Table 1.Accuracies in the multilingual task

Verb Majority sense | C4.5 | Naive Bayes| SVM | Aleph
ask 0.68| 0.68 0.82 0.8 0.92
come 046 | 0.57 061| 0.68 0.73
get 0.03| 0.25 046 | 047 0.49
give 072| 071 0.74 0.74 0.74
go 049| 061 0.66 0.66 0.66
live 071 0.72 0.64 0.73 0.87
look 048| 0.69 0.81 083 0.93
make 0.64| 0.62 0.60 0.64 0.68
take 014 041 0.50 051 059
tell 065| 0.67 0.66 068 0.82
Average 0.50] 0.59 0.6% 0.68 0.74

The models produced by Aleph for all the verbsvarg compact, containing 50 to 96 rules
each. The various knowledge sources appear imatiffeules and therefore all of them seem
to be useful for the disambiguation of verbs. Detbout the experiments are presented in
[28].

These results are very positive, particularly if emsider that: (1) the verbs are highly
ambiguous; (2) the corpus was semi-automaticajigetd, and sometimes distinct synonym
translations were used to annotate different exasnplt only one of these translations was
considered to be correct for a given example; @)dcértain translations were very
infrequent. It is likely that a less strict evaloatregime, such as one which takes account of
synonym translations, would yield higher accuracies



4.2 WSD for Machine Translation

Since the “senses” in the multilingual task areualtt “translations”, the quality of the
models produced can be directly evaluated in arplication involving translation,
particularly Machine Translation (MT) itself. Wevastigated the contribution of the WSD
models to Statistical Machine Translation (SMTyegi the availability of such systems.
Although it has been always thought that WSD candedul for MT, only recently efforts
have been made towards integrating both tasksaeepthat this assumption is valid,
particularly for SMT [3]. We propose a simple agmio to efficiently integrate the use of
rich contextual WSD features with standard SMTesyst

We used a phrase-based SMT system [12] in whictidze translations are scored
according to a linear combination of feature fuordi Our approach follows the n-best
reranking technique proposed by [8], where a netuife (in this case, the WSD feature) is
combined to the existing ones at translation tiaseppposed to training time, to select the
best scoring candidate translation from a list-best candidate sentences produced by the
SMT system, the so called thebest list. Given the procedure used to train standard SMT
model parameters, using the n-best list reranlppgoach is considerably more feasible than
adding the features at training time.

The original SMT system, which we chdisdine sysem, has nine features, including the
length of the translation, the probability of trenslation given the source sentence, etc. The
system was trained on a corpus of 700K EnglishiBoese sentences extracted from
several sources, mostly the European Parliameptigoirhe estimation of WSD feature
weight, as well as the re-estimation of the remgiffitature weights, is performed using the
n-best list of a 4K-sentence development set faciwthe sense annotation was available.

Based on the impact of the new feature in the SMdleland, as a consequence, the new
global score produced by such model for each semtEnthe n-best list, the candidate
translations in that list can be reordered. Fomgte, consider in Fig. 2 the top-2 candidate
translations produced by the baseline SMT systethéosentence(its reference translation
beingr) in the experiments with the translatioragf. The prediction given for this sentence
by the WSD models is “perguntarhquire, enquire), but the top-scored sentence uses a
different translation: “pedir’ (“pediu-me"ntake a request). The second candidate contains
the correct prediction according to the WSD systiefiected as “perguntou”. After the
inclusion of the WSD feature, the second candisiedemes the top one.

s He returned anasked me if | wanted anything else and whether | hadyegiony meal.
r: Ele voltou, eperguntou se eu queria mais alguma coisa, se eu tinha gostado

Ele voltou, epediu-mese eu queria mais alguma coisa e se eu tinha gostad
Ele voltou, eperguntou se eu queria mais alguma coisa, se tinha gostado.

Fig. 2. Top-2 candidate translations s given by the SMT system

In order to assess the contribution of the WSDufeato the overall quality of the SMT
system, we evaluate the system using an autonvalicagion metric, BLEU [9]. The score
of the SMT system improved from 0.3248 to 0.34,chiis statistically significant (paired t-
test; p < 0.05). This improvement is comparable to that obthibg other approaches
integrating WSD and SMT for other language paird datasets [3]. Details about the
integration method can be found in [17].



4.3 Monolingual tasks — Senseval verbs and Semeval

For the monolingual scenario, we use the senseedaggrpus and sense repositories
provided for verbs in SensevalaBviw.senseval.olg There are 32 verbs with between 40
and 398 examples each. The number of senses Batiween 3 and 10. The average
accuracy obtained by Aleph 0.72, the same as #tgpbdorming system in the competition.

We also experimented with the monolingual datas8emEval-2007, which includes 35
verbs and 65 nouns. Results are detailed in [19].s§stem achieved an average accuracy
of 85.1% and was ranked fourth place in that coitigre{out of 15 systems). An evaluation
of the contribution of each knowledge source ferdkierall performance in this dataset can
be found in [15].

Results are very encouraging for both datasetsjaening that the system was not tuned
for the monolingual task and, particularly, for theambiguation of nouns.

4.4 |LP for feature construction

In [16] we present an alternative use of ILP forDV®/e examine the use of an ILP system
as a method to construct a set of features fromp kieewledge sources represented using
first-order logic. The idea is to verify whethePlLsystems could be used to improve the
accuracy of WSD models induced from attribute-valegeresentations. In essence, the
predicates in the conditional part of rules learbgdhe ILP framework described in this
paper are turned into binary features, filteredetling to their coverage and accuracy, and
then used by a common modeling technique (a suppotor machine) to construct a
classifier for predicting the sense of a word. Resare encouraging for monolingual and
bilingual tasks: the ILP-assisted models show antiat improvements over those that
simply use shallow features, and in some casestbgense of ILP as model learner. In
addition, this procedure identifies smaller andbesets of features.

5. Conclusion

We have introduced a new hybrid approach to WSzhwhses ILP to combine deep and
shallow knowledge sources. ILP induces expresssardbiguation models which include
relations between knowledge sources. It is andstieig approach to learning which had not
yet been explored for WSD. Results from both nmodfilal and monolingual tasks
demonstrate that the hypothesis put forward in tthésis, that ILP’s ability to generate
expressive rules which combine and integrate a wéahge of knowledge sources is
beneficial for WSD systems, is correct. Resultddermultilingual task are validated in the
experiments with the use of the WSD predictiona inachine translation system, yielding
significant improvement in the translation accuracy

By customizing the sense repository and knowledneces, the proposed approach
could be exploited for any other application reqgidexical disambiguation, particularly
Information Extraction and Question Answering, bathmonolingual and multilingual
scenarios. Our goal for future work is to custonarel integrate this approach to such
applications.
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