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ABSTRACT

Cooperative manipulation refers to the smultaneous manipulation
of a virtua object by multiple users in an immersive virtua
environment. This paper describes a framework supporting the
devedopment of collaborative manipulation techniques, and
example techniques we have tested within this framework. We
describe the modeling of cooperdive interaction techniques,
methods of combining simultaneous user actions, and the
awareness tools used to provide the necessary knowledge of
partner activities during the cooperative interaction process. Our
framework is based on a Collaborative Metaphor concept that
defines rules to combine user interaction techniques. The
combination is based on the separation of degrees of freedom
between two users. Findly, we present nove combinations of two
interaction techniques (Smple Virtuad Hand and Ray-casting).

Categories and Subject Descriptors
1.3.7 [Computer Graphics: Three-Dimensiona Graphics and
Redlism - Virtual reality.

1.3.6 [Computer Graphicg Methodology and Techniques -
Interaction Techniques

H.5.3 [Information Interfaces and Presentation]: Group and
Organization Interfaces - Synchronous interaction.

GENERAL TERMS

Algorithms, Human Factors.

Keywords

Interaction in Virtua Environments, Cooperative Interaction.

1. INTRODUCTION

Some object manipulation tasks in  immersve virtud
environments (VES) are difficult for a single user to perform with
typica 3D interaction techniques. One example is when a user,
using a Ray-casting technique [15] has to place an object far from
its current position.
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In Figure 1a, we can observe tha placing the computer (in the
center of the image) between the “walls’ (on the left) can be
difficult depending on the distance between the user and these
structures. In this case, a second user, standing next to these walls,
and able to dide the object dong the ray, could easily hdp the
first user postion the object.

Another example is the manipulation of an object through a
narrow opening. This problem can be illustrated by the situation
where it is necessary to move a couch through a door or awindow
(Figure 1b). In this case, if we place a user on each side of the
door, the task can be performed more easily because they can both
advise each other and perform cooperative movements they are
not ableto perform done.

Besides task-relaed problems, limitations inherent to the
interaction technique can aso decrease user performance. Some
techniques do naot dlow performing some movements. In Figure
1c, for example, if the task is to orient the computer on the right
S0 that it matches the three on the left, the user will have difficulty
because ray-casting does not afford rotation around the vertical
axis. In this case, if a second user can control the object’s
orientation, the task becomes much simpler.

Some problems of this type can be addressed without cooperative
manipulation; that is, by smply dlowing one user to advise his
partner. For this Stuation existing architectures (described in
section 2) are sufficient to support the collaboration. If, however,
it is necessary or desired that more than one user be able to act at
the same time on the same object, new interaction techniques and
support tools need be developed.

Our work is focused on these specific problems: how to support
cooperdive interaction and how to modify existing interaction
techniques to fulfill the needs of cooperative tasks. In this paper
we describe the modeling of cooperative interaction techniques,
methods of combining sSmultaneous user actions and the
awareness tools used to provide the necessary comprehension of
partner activities during the cooperative manipulation process. To
support the development of such techniques, we have built a
framework that alows us to explore various ways to separae
degrees of freedom (DOFs) and to provide awareness for two
users performing a cooperative manipulation task.



(a)Posdtioning distant objects

(b)Reduced moving space

(c)Limitations of existing techniques
Figurel -Tasksthat would benefit from
cooperative manipulation

Our god is the development of usable and useful cooperative
manipulation techniques. Designing such techniques requires us
to consder the following issues:

*« Awareness. Showing to one user the actions his partner
isperforming;

¢ Evolution: Building cooperative techniques as natural
extensions of existing single-user techniques, in order to
take advantage of prior user knowledge;

¢ Trangtion: Moving between a singleuser and a
collaborative task in a seamless and naturd way without
any sort of explicit command or discontinuity in the
interactive process, preserving the sense of immersion
intheVE;

¢ Reuse Failitating the implementation of new
cooperdive interaction techniques, alowing the reuse
of existing code.

We base our technique design efforts on the concept of a
Collaborative Metaphor: aset of rules that define how to combine
individual interaction techniques in order to alow multiple users
to manipulate the same object a the sametime.

This paper is organized as follows. First, we present related work.
Then, we present some important definitions and describe the
man characteristics of the developed framework. Finaly, we
describe the cooperative manipulation techniques we have
developed and preliminary results from usability studies of these
techniques.

2. RELATED WORK

The use of collaborative virtud environments (CVEs) has become
more and more popular due to the cheaper, fager and more
reliable facilities provided by persona computer systems and
network resources. Our work is in the general fidd of CVEs, but
simultaneous manipulation of an object by two users is beyond
the scope of most CVEs; thus our use of the term cooperative
rather than smply collaborative.

Much CVE research is devoted to the development of support
tools and the minimization of network traffic. Some examples
indude AVOCADO[25], Bamboo[27], DIVE [8], and
MASSIVE [9].

Another important issue that is commonly addressed in this field
is user-to-user communication (dso known as computer-
mediated-communication). Researchers in this area try to enhance
and evaluate the communication between users Viulléme and
Thamann [26], for example, describe a sysem based on the
VLNET framework in which the user can select a gesture and a
facial expression from a set of options presented on a screen.
After the sglection, the choices are incorporated into an avatar that
represents the user inside the CVE. In Spin [7] the am isto create
a kind of “conference table’. This is built on a computer screen
as a set of panels placed side by side around a circular table. The
panels can be rotated as if they were around the user’s head. To
each pand, auser can associate another user or an gpplication. To
select one gpplicaion to be executed or other user to talk with,
one has smply to rotate the panels until the desred choice is in
the middle of the screen. Other research has addressed the
evaluation of user-to-user communication ([21] and [22]).

Coallaborative augmented redlity (AR) systems [1] often include
object manipulation. In such sysems the users are physicaly
located in the same space and are able to see each other using see-
through glasses. Virtual objects are superimposed on rea-world
objects. This setting can provide the same type of collaborative
information that people have in face-to-face interaction such as
communication by object manipulaion and gesture. Such a setup
has been used in games like AR? Hockey [18], in scientific
visudization sysems (Studiersube ), in discussion support
systems (Shared Space [2]; Virtual Round Table [5]) and in object
modders like SeamlessDesign [11]. None of these systems,
however, dlow cooperative manipulation.

Although some research addresses interaction in CVES, in mogt of
them cooperative manipulation is not posshble. Usudly, when one
user sdects an object for manipulation, the other cannot
participate in the same procedure. In fact, most existing research
specifically forbids this simultaneity. In the work of Li et a. [12],
for example, many users can manipulate the same object at the
same time, but the object must be modded with NURBS surfaces
and when one user selects the object he actually gets exclusive



access to the shape, postion and orientation of only one patch.
The ICOME sygem [20], a geometric modding framework,
organizes the object in a hierarchica way alowing users to act
simultaneoudly on different hierarchica structura levels of the
same object.

We have found only two examples of actua cooperative
manipulation in VEs. Noma [17] presents a study of cooperative
manipulation where two users manipulae an object using force
feedback devices. These devices are used to condrain a user's
hand movements by simulating the forces they would fed based
on the partner’s actions. Margery [14] presents an architecture to
support cooperative interaction based on physical laws. In this
work the users, using a VRML browser, can move an object that
is controlled by a simulator. This smulator, replicated on each
node, is able to recelve smultaneous movement commands,
combine them, and generate the resultant movement. These
commands are expressed by physical entities such as direction
vectors, application points on the object, intensty, etc. To
produce the same movement at dl Stes, every smulator must be
fed the same data in the same order. To guarantee this, the
architecture has an ordering sub-system.

3. SOFTWARE FRAMEWORK

In the systems presented in section 2 (with the exceptions of [14]
and [17]) a each moment the object (or part of it) will receive
only one action sdected among dl users actions. In our work,
instead of choosing between two actions that come from different
users we combine them so as to alow the cooperative
manipulation of an object inside a VE. To do so, we use the
concept of a Collaborative Metaphor. This metaphor is a st of
rulesthat addresses the following issues:

* Wha to do in each phase of the interaction process
when the users are collaborating (section 3.2);

e How to combine two interaction techniques (section
3.3);

e How to show to one user what his partner is doing
(section 3.4).

The main difference between our technique and the methodology
presented by Margery [14] is that instead of using physical laws
to combine user actions we focus on combining interaction
techniques. In other words, we teke exiging techniques with
which users are familiar and from them we build cooperative
ways to manipulate an object. “Magic” interaction techniques
such as HOMER [3] or Go-Go [19] can be more powerful than
the smple use of physical movements. Moreover, we can use the
users previous knowledge about these sngleuser techniques to
improve their performance.

To support this combination we have developed a software
framework consigting of the following modules (Figure 2):
* Graphicspackage rendersthe scene (section 3.1);

e Object Database: dores al the geometric data that
representsthe VE (section 3.1);

e Interaction Technique Module interprets the user
input based on the interaction technique rules (section
3.2);

e Command Combiner: combines the user actions and
creates a new command to be applied to the object
being manipulated (section 3.3);

* Awareness Generator: provides information about the
partner and his activitiesinside the VE (section 3.4);

* Message Handling and Network Support: builds,
sends, receives, and interprets messages exchanged with
the partner (section 3.5).

The system is currently designed to connect two machines, or
nodes, each of which is running a copy of the same CVE
application. The tracking sysem is connected just to one node,
but the tracking information is sent to the other node as well. In
the following sections we describe how each framework module
supports the Collaborative Metaphor.
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Figure2 - Cooperative manipulation framework

3.1 GraphicsPackage and Object Database
The VE is described by a set of geometric objects rendered using
the Simple Virtua Environment Libray (SVE) [10]. The
geometric transformations to be applied to the objects in each
frame are built based on the users interaction commands and on
the transformations pre-defined in the system code. In each user’s
version of the VE, the partner is represented by simple head and
hand avatars that reflect the movements of the head and hand
trackers.

3.2 Interaction Technique M odule

In our framework, interaction with virtua objects is performed
through a tracker and button device that the user holds in one
hand — we call this the pointer. The postion and the orientation of
this pointer are obtained from the tracking system. The role
played by the pointer in the interaction process is defined by the
interaction technique that is being used by each user. The
Interaction Technique Module is responsible for trandating the
pointer movements and commands generated by a user into
transformationsto be gpplied to the virtua object.

As mentioned above, one important requirement of a cooperative
interaction system is to combine interaction techniques naturaly,
giving the users the posshility to act individualy or cooperatively
with smooth transitions between these modes of interaction. To
support smooth trangtions we subdivided individual interaction
techniques into smpler sub-components that can be easly
modified and replaced without having to modify the entire
implementation. To accomplish this god we used Bowman's



model [4] in which a manipulation technique can be divided into
four sub-components, asfollows.

e Sdection technique: the method of indicating an object
to be manipulated;

» Attachment technique how the object is attached to
the user;

* Position and Orientation Technique: how the pointer
movement affects the object position/orientation;

* Reease technique: wha hgppens when the user
releases the object.

This subdivision alows the anadyss of each step of the interaction
process separatdly, which facilitates combining techniques for
cooperaive manipulaion. Moreover, the use of this kind of
organization facilitates the congtruction of new interaction
techniques from exiging components. Table 1 shows how our
framework deds with each of the components for both single-user
and cooperative techniques.

Our current system uses two individuad manipulation techniques:
Simple Virtual Hand and Ray-cagting [15]. The former maps
pointer motion directly to the mation of the object. The latter uses
a ray emanating from the pointer to select a distant object and
alows the user to manipulate it by attaching it to the ray. An
extension to the basc ray-cagting technique, cdled “redling,”
alows the user to dide the object dong the ray [3]. The Simple
Virtua Hand technique dlows the user to easily control al six
DOFs, but only within an arm’ s reach. The Ray-cagting technique
allows manipulation a-adistance, but it adso makes it difficult to
separately control the trandationd and rotationad DOFs.

3.3 Command Combiner

The Command Combiner is responsible for combining the
trandformations generated by both users through the interaction
techniques. Based on the Collaborative Metgphor, it generaes a
new transformation to be applied to the object.

In our work, these combination rules are based on two possible
approaches. The fird one separates the techniqueés DOFs
between the partners. Using this approach each user is able to
manipulate only some of the technique' s DOFs. For example, one
user can move the object on the horizontd plane and the other can
adjust its height. Another example is the case where one user
(using the Ray-cagting technique), controls the object position,
and the other one (using the Simple Virtual Hand) controls the
orientation and can dide the object along the ray. Currently, we
specify the DOFs each user will control in a configuration file,
before the beginning of the session. More details on how these
DOFs are beng used to combine interaction techniques are
presented in section 4.

The second approach composes the actions of the two users and
generates a new transformation. In this approach we are trying to
find ways to combine the 6 DOF transformations generated by the
users and apply the result to the object. If we have, for example,
two users using Ray-casting, and both try to dide the object dong
ther respective rays a the same time, we can take these
displacements as direction vectors, add them and gpply the
resultant vector to the object.

3.4 Awareness Generator

The Awareness Generator is responsble for showing to one user
the actions and object transformations performed by his partner.
In the physica world, when we work cooperatively on an object,
the forces gpplied to the object are transferred to the other user
through the object itsdf. In VEs without force feedback devices,
this transmission is not feasible. So, we need aternative ways to
convey this information from one user to the other. Curry [6] calls
thisthe action metaphor.

In our sysem we subdivide the awareness information into three
categories. user information, interaction information and object
gtate information. The following sections describe these three
types of information.

34.1 User Information

This type of information is generated from the user postion and
orientation and is used to produce understanding and awareness of
the other user. We use a 3D modd of a head-mounted display
(HMD) that is disjayed in the VE a the -current
position/orientation of the other user’s head. This information
alows the user to know where his partner is (locus) and what he
is looking a (focus). It aso provides information about
positioning relative to the other user (i.e. where is left, right, front,
behind, up and down, with respect to the partner). In the future,
we intend to evaluate the effectiveness (for the collaboration
process) of using a whole body modd for the partner’s
representation ingtead of just an HMD mode.

3.4.2 Interaction Information

The geometric object that represents the pointer position in the
VE depends on the interaction technique being used. For example,
if one is usng the Smple Virtuad Hand technique, the system
should generate the necessary visua information in such a way
that the other user can understand that his partner has a hand,
where it is, what is its orientation and whether it is holding an
object or not. On the other hand, if the collaborator is usng Ray-
cagting, it is more important to show a representation of the ray,
its orientation and position within the VE.

TECHNIQUE
COMPONENT SINGLE USER COOPERATIVE
. . . Highlight and send a message to
Selection Highlight the object the Awareness Module
Attachment Attach the object to the pointer Send a message to the Combiner
Module
. . . Send a position to the Combiner
Position Update the object position Module
Release Un-highlight the object and detach the Un-highlight and send a message
object from the pointer to the Awareness Module

Table 1 - System actionsfor technique componentsin single-user and cooper ative modes



The pointer representation provides an understanding of which
technique on€'s partner is using and, more importantly, which
functions he can perform during the interaction process. In other
words, it representsthe partner’ sinteraction capabilities.

34.3 Object State Information

During cooperative manipulation, it is aso important for the users
to undergtand which object is being manipulated and by which
user. There are, in this context, three possble sates that show the
rdationship between an object and a user: free, touched and
grabbed.

The free state means that there is no interaction between the user
and the object. The touched state means that the user is ready to
grab the object but has not yet done so. Once the object is
sdected, it passes to the grabbed state. This state means that the
user isinteracting with the object.

In a cooperative manipulation system, of course, these three
states do not represent al the possible gates for an object. We
can have situations where one user is touching the same object
that the other one is grabbing, or where both are touching the
same object, among other situations. Since each object is in one
of the three dates with respect to each user, there are actually
nine different stateswe need to consider (Table 2).

For each of these dates the Awareness Generator module has to
provide feedback to the users. In our system we are using colors
and texturesto inform users of the correct object state.

The colors and textures we use correspond to the colors and
textures of the users avaas. Theright column of Table 2 shows
the feedback we provide in each of the nine states (Note that a
“light” verson of the color/texture is used when the user is
simply touching (not grabbing) the object).

3.5 Communication system

To support the communication between two collaborating nodes,
we use a simple message protocol built on TCP/IP. At the
beginning of each frame messages are received, and at the end
they are sent. Messages fit into three categories, based on ther
semantics. Postion Information, Commands and Tracker Data.
The Position messages contain the postion and orientation of the
user and his pointer at each frame. If there is an object that is
being manipulated these messages also carry information about it.
The Commands inform one user of the occurrence of an event on
the other node.

These events correspond to object state trangitions:

e TOUCH: the user hastouched an object;

*  UNTOUCH: the user has ceased to touch an object;

*  GRAB: the user has selected an object;

*  RELEASE: the user hasreleased an object.
These events, generated by a user A, will force some
modifications in the state of user B’s VE. These modifications are

accomplished by the Awareness Module, and can be seen in
section 0.

Depending on which interaction technique is being used, some
other commands can be sent to the partner. Using Ray-casting,
for example, we include SLIDE FORWARD and SLIDE BACK
commeands that move the object along the ray.

The Tracker Data messages are passed from the node that is
reading the tracking device to the other one. The second node
uses this information to update its user postion and to perform
the appropriate interaction based on the technique used locally.

4. COOPERATIVE MANIPULATION
TECHNIQUES

Our framework alows two types of rules for combining user
actions during cooperative manipulation: separation of DOFs and
composition of user actions (section 3.3).

Our first experiments are using the separation of DOFs gpproach.
Using this gpproach, we have invedigated two types of
collaborative metaphor, based on the interaction techniques we
are combining. We classify our cooperative manipulation
techniques into Homogeneous and Heterogeneous techniques.
The firgt dass includes cooperative techniques built from the
same sngle-user interaction technique, while the second dass
contains cooperative techniques built from two different single-
user techniques. In the following sections we present both
homogeneous and heterogeneous techniques based on Simple
Virtual Hand and Ray-casting.

4.1 Homogeneous Cooper ative Techniques

To evduate the combination of two Simple Virtua Hand
techniques, we first dlowed one user to control rotations and the
other trandations. This cooperative technique has proven very
interesting when smal adjustments are necessary to place the
object in a smal space such as a box or a hole. In such cases,
while one user places the object in the desired position, the other
can adjug its orientation, to make the placement easier. We have
also noticed that this technique is very useful when the user that
is controlling the rotations is able to see parts of the manipulated
object (or of the docking object) that the other user cannot.

User A (Texture) User B (Color) Object Color/Texture
Free Free Object original color
Free Touched User B (light) color
Free Grabbed User B color
Touched Free User A (light) texture
Touched Touched User A (light) texture + User B (light) color
Touched Grabbed User A (light) texture + User B color
Grabbed Free User A texture
Grabbed Touched User A texture + User B (light) color
Grabbed Grabbed User A texture + User B color

Table?2 - Possble object statesand system feedback



One example of this situation is when the users have to pass a
couch through a door or a window and they are positioned on
either 9deof thewall.

Another way to combine two Simple Virtua Hand techniques is
to dlow the primary user to trandate the object left/right and
up/down, while a second user trandaes the object in/out (the
depth dimension relative to the primary user).

It can be difficult for a single user to manipulate an object’'s
depth, especidly when the VE system does not support stereo
images.

This technique works best when the second user faces in a
direction perpendicular to that of the primary user, so that the
infout direction for the primary user is the left/right direction for
the second user.

Two Ray-casting techniques can adso be combined to form a
cooperdive technique. Again, we can allow one user to control
the object postion and the other to control its orientation. The
only difference when Ray-casting is used is tha the object can be
sdected at a distance. This cooperative technique makes it
simpler to place an object far from the first user. It also facilitates
rotations that are difficult to perfform usng single-user Ray-
casting. In Figure 1c, for example, if a single user (using Ray-
casting) needs to perform a rotation around the object’s vertical
axis, many movementswill be necessary

The second configuration we have tested to combine Ray-casting
techniques is exactly the same as single-user Ray-cagting, except
that a second user controls the dliding of the object along the first
user’s ray. This technique has proven to be useful for tasks in
which it is necessary to place the object a a precise depth far
from the first user, or when the first user is not able to see the
final object position because there are other objects between him
and the manipulated object.

4.2 Heterogeneous Cooperative Techniques
We have dso tested heterogeneous techniques in which Ray-
casting is combined with Simple Virtual Hand in various ways.
The first configuration we tested alowed the Simple Virtual
Hand user to contral rotations and the Ray-casting user to control
trandations and dliding dong the ray. The results with this
technique were similar to those obtained when two users used
Ray-casting with the same configuration.

In the second configuration we tested, the user with the Smple
Virtua Hand technique also controls the object diding along his
partner's ray. This diding is controlled by moving the pointer
along the X-axis in the user's coordinate system. The possibility
of moving the object along the partner’s ray is quite helpful in
those cases where the desired position is far from the Ray-casting
user.

Figure 3, for example, shows a Stuation where the user with Ray-
casting needs to place an object between two distant walls. In this
case, the user with the Simple Virtual Hand technique can easily
adjust the object along the ray and aso set the correct orientation
for the object.

4.3 Summary

Table 3 summarizes the cooperative techniques we have
developed and tested. In this table RC stands for Ray-caging
technique, SVH for Simple Virtual Hand, IT for Interaction
Technique and DOF for Degrees Of Freedom.

5. PRELIMINARY RESULTS

To tes our collaborative techniques we performed a study
involving twelve users grouped into six pars. We asked each pair
to execute one of the following tasks (see Figure 1):

* To place a set of objects on a st on platforms. The
objects must be placed with a specific orientation;

+ To move a couch through a door, with the users on
opposite Sdes of thewall;

e To place a set of objects between some walls. These
walls are far from one user and near to the other one.

Both users wore a Virtud Research V8 head-mounted display
(HMD), and had their head and one hand tracked with a
Polhemus Fastrak tracking system. Each user also had a button
that was used to indicate grabbing and releasing virtua objects.
Users were segted, facing one another, and each had a unique
point of view in the shared VE.

First, we asked each user to perform the task done. Next, we told
them to try to help each other do the task, without manipulating
the object cooperatively. In other words, users were alowed to
manipulate the object sequentidly, but not simultaneously.
Findly, we asked them to execute the task cooperatively.

In this preliminary experiment our goal was to evaluate two main
issues. Fird, does cooperative manipulation lead to grester
efficiency or ease of use as compared to single-user manipulation
or sequential manipulation? Second, is it possible to quickly learn
how to use a cooperative technique, once one knows the single-
user technique?

Our observations of the users and subsequent interviews led us to
the following preliminary conclusions:

e Cooperative techniqgues can provide incressed
performance and usability in difficult manipulation
scenarios.  However, singleuser manipulation is
simpler to use and understand for most manipulation
tasks;

e The use of a cooperative technique is applicable to
those gdtuations in which cooperation alows the users
to control some DOFs that cannot be controlled with
the single-user technique;

e The ease of learning for cooperative techniques
depends more on the individud user than on the
technique itsdf, i.e, those users who learned quickly
how to use an individua technique adso learned quickly
how to use the cooperdtive one. On the other hand,
those who had difficulty in learning the individual
technique dso took more time to learn the cooperdive
one;

*  Users adgpted to the system and learned the appropriate
times to manipulate objects individudly and
cooperaively. Users had no trouble with the transition
between singleuser mode and cooperdive mode
because of our careful design and implementation.



Digant user viewpoint

Near user viewpoint

Figure 3 — Pogtioning digant objects

ITA DOF ITB DOF Comments

User A User B
SVH | Position | SVH | Rotation | Useful for docking tasks and small adjustments.

Good when one user cannot see parts of the object.
SVH | X, Y SVH | Z Facilitates precise positioning
RC Position | RC Rotation | Useful for rotations that are difficult with RC
RC Position | RC Rotation | Useful for distant placement and rotations
Slide

SVH | Rotation | RC Position | Useful for rotations that are difficult with RC
SVH | Rotation | RC Position | Useful for distant placement and rotations

Slide

Table3 - Cooperativetechniquestested in our framework

6. CONCLUSIONSAND FUTURE WORK

This paper has presented a framework to alow cooperative
manipulation — the simultaneous interaction of two users with a
single object. The system is based on the Collaborative Metaphor
concept that alows the combination of multiple manipulation
techniques. Unlike prior work, our sysem combines exising
“magic’ interaction techniques instead of combining user
movements based on physica laws. Our system also incorporates
awareness information that shows a user the activity and the
capabilities of his partner. Currently the system shows only
smple information about the object state, the user and the
interaction technique. In the future we intend to incorporate more
complex feedback that also shows object activity.

We dso plan to implement and investigate more powerful
manipulation techniques such asHOMER [3], WIM [23] and Go-
Go[19] for cooperative manipulation. Another interesting issue is
how to dlow two users to control the same DOF. Preliminary
tests have shown that, for example, if both users can dide the
object in the direction of their rays, the sum of these movements
can be useful for trandation tasks such as moving a piece of
furniture inside a house. We are also looking for ways to define
dynamicaly, during the interaction process, which DOFs each
user can contral.

Findly, we are planning a more extensive, formal, and empirical
evaluation of the cooperative techniques. In order to vaidate the
need for cooperative manipulation, we will compare cooperdive
techniques to the best single-user techniques, with the am of
demondtrating that for certain tasks, cooperation dgnificantly
increases performance and usability.
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