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Abstract. In this paper we present an overview of the language re-
sources developed at the Natural Language Processing Lab at PUCRS,
making them available to the research community.
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1 Introduction

At PUCRS (Pontif́ıcia Universidade Católica do Rio Grande do Sul) NLP Lab we
investigate several semantic information extraction related problems, for which
we have used and developed a series of corpora, annotations and tools. Our main
themes are named entity recognition; terms, concepts, taxonomies and open rela-
tion extraction; coreference resolution; sentiment analysis; ontology development
and alignment. The currently available resources, developed by our team over
the years, related to these research topics are described in this paper.

2 Named Entity Recognition

Named Entity Recognition (NER) consists of the identification and classification
of linguistic expressions identification and classification, mostly proper nouns
that refer to a specific entity in the text. In general, a NER task is divided into
two phases: Named Entities (NEs) identification and NEs classification. NER
main challenges in the entities recognition process are the NEs delimitation
during the identification phase and the ambiguity of words in the classification
phase.

To deal with this task we developed the Named Entities Recognition Portuguese-
Conditional Random Fields (NERP-CRF) system [1], its first version was based
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on the HAREM corpus3 and categories. More recently we are investigating geo-
logical NEs. We built a reference corpus that contains NEs considering geological
classes. The corpus is formed by scientific papers and articles, thesis, and disser-
tations found in digital libraries. We identified eleven geological classes according
to three groups: Habitat of Microfossils, Age of Rocks, and Types of Rocks. The
corpus consists of 70,191 words and 3,687 geological NEs checked by a specialist,
and is available at http://www.inf.pucrs.br/linatural/NER.html.

3 Term Extraction

Term extraction from corpora is the cornerstone of several NLP applications. A
particularly interesting application of extracted terms have been developed re-
cently to establish entity profiles [2]. An example of such profiling is available at
http://www.inf.pucrs.br/peg/lucelenelopes/profiler_PPGCC/index.html.

Our approaches for term extraction rely on both linguistic and statistic-based
techniques. The linguistic-based techniques are centered on the recognition of
noun phrases from a parser annotation and a set of heuristics to increase the
quality of extracted terms [3]. The statistic-based techniques intervene with the
use of an index to establish the extracted term relevance, the term frequency-
disjoint corpora frequency (tf-dcf ) index [4], and, finally, with the application of
cut-off policies [5]. ExATO software tool [6] implements these term extraction
techniques [7]. The current version of ExATO is capable of dealing with English
and Portuguese corpora in several formats of output: a concordancer, tag clouds
and concept hierarchies.

To exercise our tools and techniques several domain corpora were created
[8] and acquired. The corpora created are avalable at http://www.inf.pucrs.

br/peg/lucelenelopes/ll_crp.html and lists of the extracted terms are aval-
able at http://www.inf.pucrs.br/peg/lucelenelopes/ll_trm.html. Addi-
tionally, an experiment with English corpora was conducted to illustrate the
impact of contrasting corpora choices in our term extraction method [9].

In [10] we proposed a method to build bilingual dictionaries for specific do-
mains from parallel corpora. An evaluation was performed on technical manuals
in English and Portuguese. The bilingual dictionaries created from the applica-
tion of this method are available in http://www.inf.pucrs.br/~linatural/

multilingual/.

4 Semantic Relation Identification

Semantic similarity could be viewed as an association of two terms, that is, the
mental activation of one term when another term is presented. This idea was
expressed by Zellig Harris [11] when he formulated the hypothesis that words
that occur in the same contexts tend to have similar meanings. Models built
on this assumption are called Distributional Similarity Models (DSMs) and take

3 http://www.linguateca.pt/harem/
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into account the co-occurrence distributions of the words in order to cluster them
together [12]. In [13], we perform an evaluation on methods that use different
co-occurrence orders to get similarity between terms.

In order to evaluate such methods it is also important to have datasets man-
ually evaluated by domain experts. An important resource for evaluation in
English has been defined by Rubenstein and Goodenough [14]. This dataset
(RG65) contains judgements scaled from 0 to 4 according to their similarity
of meaning from 51 human subjects for 65 word pairs. Following the work by
Rubenstein and Goodenough, we translated into Portuguese all pairs from RG65
and evaluate them using 50 human subjects (Granada et al. [15]). These lists are
available at http://www.inf.pucrs.br/linatural/wikimodels/similarity.
html. Human scores are compared with previous works and an automatic evalu-
ation is performed by comparing with models generated from Wikipedia articles.

5 Taxonomic Relations Extraction

Many methods have been proposed to extract taxonomic relations from texts.
Hearst [16] proposed the extraction of taxonomic relations from texts by using
lexico-syntactic patterns in the form of regular expressions, Radford [17] iden-
tifies the taxonomic relation between terms using the head of the noun phrase,
since it determines the nature of the overall phrase. Using a statistical approach
Caraballo [18] uses hierarchical clustering in order to identify hierarchical rela-
tions. Weeds et al. [19] identify relations based on their distributional inclusion,
i.e., two words have taxonomic relation if both share a great number of contexts.
Sanderson and Croft [20] present the document subsumption method which iden-
tify taxonomic relation based on the probabilities of term co-occurrences in doc-
uments. Santus et al. [21] used an entropy-based measure for the unsupervised
identification of taxonomic relations in DSMs.

We developed the HREx framework (https://github.com/rogergranada/
HREx) to perform automatic and manual evaluations for relations generated by
the methods presented above (Granada [22]). The framework is developed in
Python and implements: (i) methods for extraction of taxonomic relations based
on rules, such as patterns[16] and head-modifier[17]; and (ii) statistical meth-
ods based on hierarchical clustering[18], distributional inclusion[19], document
subsumption[20] and entropy[21].

6 Open Relation Extraction

Open relation extraction systems aim at identifying all possible relations from an
open-domain corpus, with no pre-specified definition of the relations [23]. These
systems aim at extracting relation triples from corpus without requiring human
supervision. In relation triples such as (E1, Rel, E2), E1 and E2 denote entities
(represented usually by nouns or noun phrases), and Rel denotes a relation
holding between E1 and E2.
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In [24], we extracted relations between named entities in the Organisation
domain, using Conditional Random Fields (CRF). Different feature configura-
tions for CRF based on lexical, syntactic and semantic information have been
evaluated. The evaluation was based on a subset of HAREM corpus4 to which
we added an extra annotation layer. Our annotation considered the relation
descriptors ocurring between named entities of the following categories: Organ-
isation, Person and Place. Relation descriptors are defined as the text chunks
that describe an explicit relation between these entities in a sentence. For ex-
ample, we have the relation descriptor “diretor de” (“director of”) that occurs
between the named entities “Ronaldo Lemos” and “Creative Commons” in the
sentence “Ronaldo Lemos, diretor da Creative Commons, [...]”. The annota-
tion was performed by two linguists. Given two named entities occurring in the
same sentence, if there is a text sequence (descriptor) that describes an explicit
relation between these entities, it is annotated.

Based on this data, in [25], we evaluated a CRF classifier for the extraction of
relation descriptors between pairs of named entities (organisations and persons
- organisations and places), and also the extraction of pre-defined relation types
between these entities (“affiliation” and “placement”). The resources produced
in this work, texts and corresponding manually annotated triples (NE1, rela-
tion descriptor, NE2), are available at http://www.inf.pucrs.br/linatural/
data_set_RE.html.

7 Coreference Resolution

Coreference resolution is the process of identifying mentions to the same entity
in a text. In other words, this process consists of identifying the set of expressions
that refer to a specific entity. For example, “The opinion is from Miguel Guerra.
The agronomist...”. In this case, the noun phrase “The agronomist” is corefer-
ent with “Miguel Guerra”. In [26] we propose a rule-based approach to solve
coreference in Portuguese. Basically, our model is an adaptation of the system
by Lee et al. [27], solving coreference for nominal nps, using plain texts as input.
In a more recent work [28] we investigate sematic knowledge (Hyponymy and
Synonymy) based on the relations provided by Onto.PT[29]. Our new semantic
model is available at http://ontolp.inf.pucrs.br/corref/.

As part of this research we also developed Summ-it++[30], a new enriched
version of the Summ-it corpus [31]. This new version adds two annotation layers
to the previous coreference annotation: named entities and relations between
named entities (based on the works described in Sections 2 and 6). Besides,
the annotation format was changed to a well-known and widely used stan-
dard, the SemEval [32]. Summ-it++ is available at http://www.inf.pucrs.

br/linatural/summit_plus_plus.html.

4 http://www.linguateca.pt/harem/
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8 Sentiment analysis

Sentiment analysis studies methods to analyze people’s opinions, sentiments,
evaluations, appraisals, attitudes, and emotions towards entities and their as-
pects. This field is also known as: opinion mining, opinion extraction, sentiment
mining, subjectivity analysis, affect analysis, emotion analysis, review mining,
etc. [33].

In [34], we proposed a lexicon-based approach to sentiment analysis in short
text media, applying it to analyse Twitter messages. This approach has been
later extended, in [35], to perform entity-centric sentiment analysis in Twitter
messages. The process consists of identifying to which named entity in the mes-
sage, each opinion-bearing expressions refers to. The reference disambiguation is
achieved using a SVM machine. As part of this work we developed the opinion
lexicon OpLexicon [36], available in http://ontolp.inf.pucrs.br/Recursos/

downloads-OpLexicon.php

In Freitas [37], we propose a sentiment analysis methodology based on fea-
tures and ontologies. Initially, the method receives as input a set of reviews, which
are preprocessed. After, features are identified in the preprocessed reviews using
a domain ontology. The polarity is identified in the reviews considering features
and using available Portuguese sentiment lexicons and linguistic rules. Finally,
a summary with features and their respective polarities is generated. In [38],
we analysed three different POS tagger tools to choose the best one for our
experiments. We also analysed four different sentiment lexicons: SentiLex [39],
Brazilian Portuguese Linguistic Inquiry and Word Count dictionary5, synsets
with polarities of Onto.PT [40] and the one we developed, OpLexicon [36].

9 Ontology development and alignment

On the area of ontology development we are studying ontology and multi-agent
technologies. In this research direction, we aim to provided a tool for engineer-
ing multi-agent systems (MAS) using an ontology as a meta-model [41]. That
work extends our ideas towards models of MAS represented as abstractions in
ontologies [42,43]. A video that briefly demonstrates our multi-agent system en-
gineering tool based on ontologies can be found in https://www.youtube.com/

watch?v=Lt5ZVG1cgBQ.
We are also dealing with ontology alignment in two main fronts (i) alignment

between top-level and domain ontology and (ii) ontology alignment visualization.
In the first case, we are analysing the behavior of state-of-the-art matching sys-
tems to align different kinds of ontologies (domain and top-level). A top-level on-
tology is a high-level and domain independent ontology. The concepts expressed
are intended to be basic and universal to ensure generality and expressivity for
a wide range of domains [44]. Our goal is to improve the process of matching
top-level and domain ontologies. In the second case, we built an environment

5 http://www.nilc.icmc.usp.br/portlex/index.php/pt/projetos/liwc
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for handling ontology alignments with a visual approach: VOAR (Visual Ontol-
ogy Alignment Environment) [45], available at (http://voar.inf.pucrs.br).
Within this graphical environment, users can manually create, suppress and edit
correspondences and apply a set of operations on alignments (filtering, merge,
difference, etc.). Evaluation of multiple alignments, against a reference one, can
be carried out with both qualitative and quantitative metrics. Finally, in its
most recent version [46], VOAR allows the visualization of multiple alignments
together from a set of previously loaded or manually created alignments.

10 Conclusion

In this paper we presented an overview of currently available language resources
related to research in information extraction and semantic computing that we
have produced at our research lab. A summary of these resources with their
access links is given below.

– Named Entity Recognition
• NE annotated corpus - geological entities: http://www.inf.pucrs.br/
linatural/NER.html

– Term Extraction
• Domain corpora: http://www.inf.pucrs.br/peg/lucelenelopes/ll_
crp.html

• List of concepts: http://www.inf.pucrs.br/peg/lucelenelopes/ll_
trm.html

• English-Portuguese IT dictionary and parallel corpora: http://www.

inf.pucrs.br/~linatural/multilingual
– Semantic relation identification

• List of semantically related pairs: http://www.inf.pucrs.br/linatural/
wikimodels/similarity.html

– Taxonomic relations extraction
• HREx framework: https://github.com/rogergranada/HREx

– Open Relation Extraction
• Corpus and relation triples: http://www.inf.pucrs.br/linatural/data_
set_RE.html

– Coreference resolution
• CORP: http://ontolp.inf.pucrs.br/corref/
• Summ-it++: http://www.inf.pucrs.br/linatural/summit_plus_plus.
html

– Sentiment analysis
• OPLexicon: http://ontolp.inf.pucrs.br/Recursos/downloads-OpLexicon.
php

– Ontologies
• VOAR - alignment visualization: http://voar.inf.pucrs.br

We are happy to share the above research resources with the community.
Our current and future efforts are related to the improvement, integration and
visualization of the information provided in these resources.
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