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ABSTRACT

We present new techniques for computing the solution of large Markov chain models whose generators can be represented in the form of a generalized tensor algebra, such as Stochastic Automata Networks (SAN). Many large systems include a number of replication of identical components. This paper exploits replication by aggregating similar components. This leads to a state space reduction, based on lumpability. We define SAN with replicas, and we show how such SAN models can be strongly aggregated, taking functional rates into account. A tensor representation of the matrix of the aggregated Markov chain is proposed, allowing to store this chain in a compact manner and to handle larger models with replicas more efficiently. Examples and numerical results are presented to illustrate the reduction in state space and, consequently, the memory and processing time gains.

1. Introduction

The high complexity of dynamic systems in many areas of application makes them difficult to analyze [25]. Continuous time Markov chains (CTMC) facilitate their performance and even reliability analysis. CTMC are often used as the underlying concept of a high level formalism interpreted by a software package, which generates the state space and the infinitesimal generator of the underlying CTMC, and computes stationary and transient solutions.

The primary difficulty in developing a software tool to handle large-scale Markov chains comes from the explosion in the number of states. Indeed, CTMC modeling real systems are usually huge and sophisticated algorithms are needed to handle them. In order to keep...
memory requirements manageable, Stochastic Automata Networks (SAN) were introduced [20, 10]. The SAN formalism allows Markov chains models to be described in a memory efficient manner due to their storage based on a tensor representation. A somewhat different approach based on Stochastic Petri Nets allows us to obtain a similar tensor formalism, as shown by Donatelli [8, 9]. Furthermore, analysis techniques for these formalisms have been proposed. Direct solution methods, such as Gaussian elimination, are generally not used because the amount of fill-in that occurs necessitates a prohibitive amount of storage space. Iterative methods, which can take advantage of sparse storage techniques to hold the infinitesimal generator, are more appropriate [20, 25, 11], even though here also, memory requirements can become too large for real life models. In order to analyze large CTMC models with loosely coupled blocks, some iterative aggregation/disaggregation (a/d) methods have been proposed in [25], and an a/d algorithm has also been proposed for SAN in [4].

In fact, it will be necessary to develop techniques to reduce the complexity of the Markov chain that will be analyzed. Fortunately, many large real systems include a considerable large number of identical (replicated) components. Taking such replications of components into account, a reduced Markov chain resulting from strong aggregation [21, 16] can be generated. Previous studies on weak lumpability [2, 18] have also shown how to group identical states, but this kind of aggregation depends on the initial state of the model. Lumpability and equivalence relations have been defined and discussed in [3, 6, 13, 14, 23].

In the previous approaches, lumping on the state space of a Markov chain is described. Some other techniques to exploit replications are based on hierarchical models [19]. These techniques generate the reduced Markov chain directly from the model specification. Hierarchical Markovian models are useful for analyzing complex systems, and techniques to generate a reduced Markov chain from the specification of the model have been developed.

Some a/d algorithms can also be applied to such models [5]. For Stochastic Activity Networks (a particular class of Stochastic Petri Nets), an algorithm for reducing the state space in the presence of replicated subsystems has been developed [22]. Some similar techniques exist for finite state machines, as shown in [7]. In [15], a symmetric composition for Stochastic Process Algebras is proposed. Its operational semantics is compact and intuitive, and it allows a compact description of systems with replicas.

All these approaches present lumpability conditions for various modeling techniques in order to reduce the state space. The goal of this paper is to present an equivalent technique that can be used to efficiently aggregate SAN models. The lumpability conditions, as shown earlier in [21, 16], will be described and used in order to demonstrate that a SAN with replicas can be strongly aggregated. Identical automata within the model are detected and they can be automatically grouped and aggregated in order to generate the reduced Markov chain. A similar approach is described by Siegle in [24], but it doesn’t take functional rates, one of the major components of SAN models, into account. In his work [3], Buchholz defines the equivalence relations for Stochastic Automata Networks, and particularly equivalent representations for a Stochastic Automata. Gusak [14] specifies how to check lumpability conditions on the generator of a continuous-time SAN. These approaches emphasize on equivalence relations, but they don’t give any formal definition of replicas for SAN. The proof of the aggregation is therefore not formal, and moreover they don’t give a tensorial expression of the matrix of the aggregated Markov chain.

What we aim to do is to define formally SAN with replicas in order to formalize the aggregation of such SAN. In the next section, the concept of SAN is briefly described in
order to be able to define SAN models with replicas in Section 3 and to discuss the SAN aggregation in Section 4. A tensorial expression of the matrix of the aggregated Markov chain is proposed. The final section shows the benefits of aggregation and some numerical results of practical examples.

2. Stochastic Automata Networks (SAN)

Continuous-time Stochastic Automata Networks [10, 11, 20] describe a system as a set of subsystems that interact. Each subsystem is modeled by a stochastic automaton, and some rules between the states of each automaton describe the interactions between subsystems.

Each automaton is composed of states, called local states, and transitions among them. Transitions on each automaton are labeled with the list of the events that may trigger it. An event is triggered after a delay which is exponentially distributed and the exponentially distributed variables corresponding to each event are independent. Each event is defined by its name and its rate.

When the occurrence of the same event can lead to different target states, a probability of occurrence is assigned to each possible transition. The label on the transition is \( \text{ext}(\text{prob}) \), where \( \text{ext} \) is the event name, and \( \text{prob} \) is the probability of occurrence of each possible transition. When only one transition is possible, the probability can be omitted.

There are basically two ways in which stochastic automata interact. Firstly, the rate at which an event may occur can be a function of the state of other automata. Such rates are called functional rates. Rates that are not functional are said to be constant rates. The probabilities of occurrence can also be functional. Secondly, an event may involve more than one automaton; the occurrence of such event triggers transitions in two or more automata at the same time. Such events are called synchronizing events, in opposition to events involving only one automaton, called local events. As local events, synchronizing events may have constant or functional rates and probabilities.

Consider a SAN model with \( N \) automata and \( E \) events. It is a \( N \)-component Markov chain whose components are not necessarily independent (due to the possible presence of functional rates and synchronizing events). A local state of \( i \)-th automaton \( (A^{(i)} | i = 1..N) \) is denoted \( x^{(i)} \) while the complete set of states for this automaton is denoted \( S^{(i)} \), and the cardinality of \( S^{(i)} \) is denoted by \( n_i \). \( S = S^{(1)} \times \ldots \times S^{(N)} \) is called the product state space, and its cardinality is equal to \( \prod_{i=1}^{N} n_i \). A global state for the model is a vector \( x = (x^{(1)}, \ldots, x^{(N)}) \in S \). The reachable state space of the model is denoted by \( \bar{S} \); it is generally smaller than the product state space since synchronizing events and functional rates may prevent some states in \( \bar{S} \) from occurring.

An automaton is involved by an event if it has at least one transition labeled by this event. The set of automata involved by an event \( e \) is denoted by \( O_e \). The event \( e \) can occur if, and only if, all the automata in \( O_e \) are in a local state from which one of those transitions can be triggered. When it occurs, all the corresponding transitions are triggered. Notice that for a local event \( e \), \( O_e \) is reduced to the automaton involved by this event, and that only one transition occurs.

For \( i = 1..N \), the behavior of automaton \( A^{(i)} \) is described by a set of square matrices, all of order \( n_i \). We shall denote the set of synchronizing events by \( ES \). Let us denote, for \( i = 1..N \), and for \( e \in ES \):
• \( Q_{i}^{(i)} \) the matrix consisting only of the transitions that are local to automaton \( A^{(i)} \);
• \( Q_{e+}^{(i)} \) the positive synchronization matrix of \( A^{(i)} \), which represents the occurrence of the synchronizing event \( e \) and its rates;
• \( Q_{e-}^{(i)} \) the negative synchronization matrix of \( A^{(i)} \), which corresponds to an updating of the diagonal elements for event \( e \).

Notice that if \( A^{(i)} \) is not in \( O_{e} \), then \( Q_{e+}^{(i)} \) and \( Q_{e-}^{(i)} \) are identity matrices.

Then, it has been shown in [10, 11] that the transition matrix can be expressed as:

\[
Q = \bigoplus_{i=1}^{N} g Q_{i}^{(i)} + \sum_{e \in E} \bigotimes_{i=1}^{N} g Q_{e+}^{(i)} + \bigotimes_{i=1}^{N} g Q_{e-}^{(i)} \tag{1}
\]

The tensor sum corresponds to the analysis of the local events, while the tensor products correspond to the analysis of the synchronizing events. Notice the use of generalized tensor algebra [10, 20], i.e., the use of operators \( \bigoplus_{g} \) and \( \bigotimes_{g} \) instead of \( \oplus \) and \( \otimes \).

3. SAN models with replicas

Although large systems often contain identical components, we turn our attention to two different cases: systems where all subsystems are equal, and systems where only some sets of subsystems are equal among them. The first case is modeled by a SAN composed of one replica, and the second case is modeled by a SAN with multiple replicas. In this section we formally describe SAN models composed of one replica and SAN models with multiple replicas with an illustrating example for each case.

3.1. SAN models composed of one replica

Informally, a SAN composed of one replica consists of a set of \( N \) identical automata, i.e., the states of each automaton are identical, and the transitions are labeled with identical synchronizing events or replicated local events (for a given transition, the local events have the same rate in each automaton). This implies that the synchronizing events involve all replicated automata. Moreover, we have a replica only if the functions are not changed by a permutation of the parameters. For example, if \( N = 2 \), for all functional rate \( f \) and for all \( x^{(1)} \in S^{(1)} \) and \( x^{(2)} \in S^{(2)} \), we must have \( f(x^{(1)}, x^{(2)}) = f(x^{(2)}, x^{(1)}) \) (remember that \( S^{(i)} \) is the state space of automaton \( A^{(i)} \)). Formalizing the definition of such SAN:

A SAN composed of one replica is a SAN model with \( N \) automata, such that, for \( i = 1 \ldots N \), we have:
- all local matrices \( Q_{i}^{(i)} \) are identical (equal to \( Q_{i} \));
- for every synchronizing event \( e \in E_{S} \), all matrices \( Q_{e+}^{(i)} \) and all matrices \( Q_{e-}^{(i)} \) are identical and respectively equal to \( Q_{e+} \) and \( Q_{e-} \); only one automaton holds the transition rate \( f_{e} \) of the event (matrices \( f_{e} Q_{e+} \) and \( f_{e} Q_{e-} \));
- for all functional rates \( f \), for all permutations \( \sigma \) of \([1 \ldots N] \), and for each global state \( x = (x^{(1)}, \ldots, x^{(N)}) \), \( f(x) = f(\sigma(x)) \), where \( \sigma(x) = (x^{(\sigma(1))}, \ldots, x^{(\sigma(N))}) \) (the functions are not changed by a permutation of the parameters).
The concept of a SAN composed of one replica is now illustrated through a small example.

### 3.2. The basic resource sharing model – RSI

In this model, \( N_p \) distinguishable processes share \( N_r \) identical units of a common resource. Each of these processes alternates between a *sleeping* state and a resource *using* state. Notice that when \( N_r = 1 \) this model reduces to the usual mutual exclusion problem and when \( N_r = N_p \) all of the processes are independent. Let \( \lambda^{(i)} \) be the rate at which process \( i \) awakes from the sleeping state wishing to access the resource, and let \( \mu^{(i)} \) be the rate at which this same process releases the resource after using.

Each process is modeled by a two-state automaton \( A^{(i)} \), the two states being *sleeping* and *using*. Assuming \( \delta(b) \) a function that equals 1 if the expression \( b \) is true, otherwise this function equals 0, then let the function \( f \) be defined by:

\[
f(x) = \delta \left( \sum_{i=1}^{N_r} \delta(x^{(i)} = \text{using}) < N_r \right)
\]

where \( x^{(i)} \) is the local state of automaton \( A^{(i)} \), and \( x = (x^{(1)}, \ldots, x^{(N_p)}) \) is the global state of the SAN. Thus the function \( f \) has the value 1 when access to the resource is permitted (there is at least one available resource) and has the value 0 otherwise.

When all rates are identical \( (\lambda^{(1)} = \ldots = \lambda^{(N_p)} = \lambda) \) and \( (\mu^{(1)} = \ldots = \mu^{(N_p)} = \mu) \), there are two local events per process:

- \( \text{evt}^{(i)}_{a} \) corresponds to “acquiring a resource” by the \( i \)-th process and it has a rate \( \lambda f \);
- \( \text{evt}^{(i)}_{r} \) corresponds to “releasing a resource” by the \( i \)-th process and it has a rate \( \mu \).

This model, called RSI, is graphically illustrated in Figure 1.

![Figure 1. Basic resource sharing model – RSI](image)

Since this model does not have synchronizing events, there is only one matrix per process:

\[
Q^{(i)} = \begin{pmatrix}
-\lambda f & \lambda f \\
\mu & -\mu
\end{pmatrix}
\]

All local matrices are identical, and the function is not changed by a permutation of the parameters (commutativity of the sum in the definition of \( f \)). This SAN is therefore a SAN composed of one replica.
3.3. SAN models with multiple replicas

Assuming a SAN with \( N \) automata, we define a partition \( \mathcal{G} \) such that there are \( K \) contiguous subsets of replicated automata \( (K \in [1..N]) \). Then let \( k_h \) be the last automaton index of the \( h \)-th subset, called subset \( h \) \(( h \in [1..K] ) \). Assuming arbitrarily \( k_0 = 0 \), we may denote by \( SI_h \) the set of indexes of the automata in subset \( h \): \( SI_h = (k_{h-1} + 1, \ldots, k_h) \) and by \( R_h = k_h - k_{h-1} \) the number of automata in the subset \( h \) \(( R_h = \text{Card} (SI_h) ) \). An illustration of this decomposition into \( K \) subsets is given in Figure 2.

![Figure 2. Decomposition into subsets of a SAN with \( N = 6 \) and \( K = 3 \)](image)

First let us define a set of permutations such that there can be an exchange inside each subset, but not between different subsets:

**Definition of \( \mathcal{P} \):** For a given SAN and a partition \( \mathcal{G} \) (such as defined above), let \( \mathcal{P} \) be the set of permutations of \([1..N] \) such that

\[
\sigma \in \mathcal{P} \iff \forall h \in [1..K], \forall i \in SI_h, \sigma(i) \in SI_h
\]

For \( h \in [1..K] \), let \( \mathcal{P}_h \) be the set of permutations inside the corresponding subset \( \{ (k_{h-1} + 1, \ldots, k_h) \} \). \( \sigma \in \mathcal{P} \) can be expressed as a combination of permutations \( \sigma_h \in \mathcal{P}_h \), denoted by \( \sigma = (\sigma_1 \ldots \sigma_K) \).

**State vector structure due to multiple replicas**

Let \( x = (x^{(1)}, \ldots, x^{(N)}) \) be a global state of the SAN.

It can be decomposed into subsets, \( x = (x_1 \ldots x_K) \) where \( x_h \) \(( h \in [1..K] ) \) is a vector such that \( x_h = (x^{(k_{h-1} + 1)}, \ldots, x^{(k_h)}) \).

Then, for \( \sigma \in \mathcal{P} \), denote \( \sigma(x) = (x^{\sigma(1)}, \ldots, x^{\sigma(N)}) \).

If \( \sigma = (\sigma_1 \ldots \sigma_K) \) is defined as above,

\[
\sigma(x) = (\sigma_1(x_1) \ldots \sigma_K(x_K)), \text{ and for } (h \in [1..K]), \sigma_h(x_1) = (x^{\sigma((k_{h-1} + 1)), \ldots, x^{\sigma(k_h)})
\]

Note that the composition is stable within \( \mathcal{P} \), that is to say: let \( \varphi, \tau \in \mathcal{P} \), then \( \sigma = \varphi \circ \tau \) is also in \( \mathcal{P} \). It is also obvious that when \( \varphi_h \) goes through \( \mathcal{P}_h \), for \( h \in [1..K] \), then \( \sigma \) goes through \( \mathcal{P} \). For \( K = 1 \) (SAN composed of one replica), \( \mathcal{P} \) equals the set of permutations of \([1..N] \).

Considering the example in Figure 2 with each automaton having two local states \( (1 \text{ and } 2) \), the global state \( x = (2, 1, 1, 2, 1) \) means that \( \mathcal{A}^{(2)}, \mathcal{A}^{(3)}, \mathcal{A}^{(4)} \) and \( \mathcal{A}^{(6)} \) are in local state 1, while \( \mathcal{A}^{(1)} \) and \( \mathcal{A}^{(5)} \) are in local state 2. Let \( \sigma \) be the permutation such that \( \sigma(x) = (1, 2, 1, 2, 1, 1) \). We have in both global states \((x \text{ and } \sigma(x))\):
A SAN with multiple replicas is a SAN model with \( N \) automata and a partition \( \mathcal{G} \), such that, for \( h = 1..K \), we have:

- for all \( j \in SI_h \), the local matrices \( Q^{(j)}_{h} \) are identical (equal to \( Q^{(f_{-h},h)}_{e} \));
- for every synchronizing event \( e \in ES \), for all \( j \in SI_h \), all matrices \( Q^{(j)}_{e+1} \) and \( Q^{(j)}_{e-1} \) are identical and respectively equal to \( Q^{(f_{e+1},h)}_{e+1} \) and \( Q^{(f_{e-1},h)}_{e-1} \); only one automaton in the SAN holds the transition rate \( f_{e} \) of the event (matrices \( f_{e}Q^{(f_{e+1},h)}_{e+1} \) and \( f_{e}Q^{(f_{e-1},h)}_{e-1} \)); this automaton is therefore not necessary in the subset \( h \);
- for all functional rates \( f \), for all permutations \( \sigma \in \mathcal{P} \), and for each global state \( x \), \( f(x) = f(\sigma(x)) \) (for each subset \( h \), the function is not changed by a permutation of the parameters “state of \( A^{(h+1)} \) = to “state of \( A^{(h)} \)“).

A SAN is said to be without replica if there are \( N \) subsets with only one automaton in each subset (\( K = N \) and \( k_{h} = h \) for \( h = 1..N \)). On the other hand, a SAN composed of one replica is a SAN for which all automata are in the same subset (\( K = 1 \)), as for the RS1 example presented in Section 3.2. A SAN with multiple replicas is therefore a SAN for which \( 1 < K < N \).

Note also that synchronizing events may affect several subsets (as well as only one subset). The conditions in the above definitions express that automata in the same replica have the same behavior with respect to all synchronizing events.

### 3.4. The resource sharing model with different rates – RS2

In this model (Figure 3), we consider \( N_{p} \) processes partitioned in \( K \) groups with different rates for acquiring and releasing \( N_{r} \) units of a common resource (the \( N_{r} \) units of resource can be used by any process of any group). For each process of each group (\( h \in [1..K] \), \( i \in SI_{h} \)), we have two local events:

- \( ev_{a}^{(i)}_{h} \) is the local event corresponding to “acquiring a resource” by process \( i \) of group \( h \). It has rate \( \lambda_{h}f \) (\( f \) has the definition given in Equation 2 for the example RS1);
- \( ev_{r}^{(i)}_{h} \) is the local event corresponding to “releasing a resource” by process \( i \) of group \( h \). It has rate \( \mu_{h} \).

There are no synchronizing events, so we have only local matrices. For \( h = 1..K \) and \( i \in SI_{h} \),

\[
Q^{(i)}_{h} = \begin{pmatrix}
-\lambda_{h}f & \lambda_{h}f \\
\mu_{h} & -\mu_{h}
\end{pmatrix}
\]

Inside each subset, the local matrices are identical, and the function is not changed by a permutation of the parameters. This SAN is therefore a SAN with multiple replicas.
3.5. How to detect replicas in a SAN model

Since large systems are often described with identical components, it is usual to describe these identical components as replicas during the model specification. So the partition \( G \) of replicated automata is usually given by the user during the model specification phase. In fact, we just have to be sure that the properties of SAN with multiple replicas (or with one replica) are checked for the user defined model. Therefore we don’t have to detect the subsets, because they are given by the model itself.

The current implementation of replica detection in the PEPS software tool [1] is based only on the verification of properties on identical components informed during the model specification.

4. Aggregation of Replicas

Now that we have introduced the notion of replicas in SAN, we can proceed to model aggregation. In this following, we assume that we have an initial SAN and a decomposition into subsets. Our goal is to obtain a reduced Markov chain resulting from strong aggregation (the formal definition of strong aggregation will be given in Section 4.2). Firstly, it is shown how aggregation intuitively works on a small example. After that, we prove that a SAN with multiple replicas can be strongly aggregated. Finally, it is shown that the matrix of the aggregated Markov chain can still be written as a tensor expression.

4.1. Aggregation example

We will show how aggregation works on the basic resource sharing model RS1 (Figure 1, Section 3.2), with \( N_p = 3 \) processes and \( N_r = 2 \) resources. This SAN is composed of one replica, as shown previously, \( i.e., \( \mathcal{P} \) is the set of permutations of \( [1..N_p] \).

All equivalent states of the initial SAN within a permutation of \( \mathcal{P} \) are grouped into one state of the aggregated Markov chain. We can arbitrarily choose one particular state to represent each group of global states, which we call equivalence classes. Assuming 1 as the local state sleeping and 2 as the local state using, the aggregated Markov chain of this example has four equivalence classes represented by the global states \((1,1,1), (1,1,2), (1,2,2), \) and \((2,2,2)\). All the global states of the initial SAN are equivalent to one of these states. We just need to know how many processes are using the resources, but it does not matter which process(es) is (are)...
using them. For example, being in global state \((1,1,2)\) or \((1,2,1)\) means that one resource is currently used.

If \(C1\) and \(C2\) represent two different equivalence classes, the transition rate from state \(C1\) to state \(C2\) of the aggregated chain is obtained by summing up the transition rates of the initial SAN from one original global state of \(C1\) to all the original global states of \(C2\). The aggregated Markov chain for \(RS1\) is represented in Figure 4, and the formal definition of aggregation is presented in the next section.

![Figure 4. RS1 \(- N_r = 3 \text{ and } N_c = 2\) - aggregated Markov chain](image)

Notice that state \((2,2,2)\) is not reachable (only two automata can use the resource simultaneously). The state space of the aggregated Markov chain, denoted by \(S_{agg}\), may have some unreachable states, which can be suppressed, obtaining the state space \(S_{agg}\).

4.2. Strong aggregation of SAN with replicas

In this section we study the conditions of strong aggregation of SAN with replicas. We consider a partition of the state space \(\Omega = (\Omega_1, ..., \Omega_\Gamma)\), and recall the definition of strong aggregation [3, 16, 21].

**Definition of strong aggregation:** A Markov chain can be strongly aggregated on the partition \(\Omega\) if for any initial vector, the aggregated chain (whose states are \(\Omega_\gamma\), for \(\gamma \in [1..\Gamma]\)) is a Markov chain and the transition rates of this chain do not depend on the initial vector.

Finally, a condition of strong aggregation is given by the following theorem:

**Theorem of Rosenblatt:** Consider a continuous time Markov chain with state space \(\Omega\), and a partition of the state space \(\Omega = (\Omega_1, ..., \Omega_\Gamma)\). If, for all \(\beta, \gamma \in [1..\Gamma]\), the probability of passing from a state \(x \in \Omega_\beta\) to \(\Omega_\gamma\) always has the same value for each state \(x\) from \(\Omega_\beta\), then the Markov chain can be strongly aggregated on the partition \(\Omega\).

A proof of this theorem can be found in [16].

The transition rate from a state \(\Omega_\beta\) of the aggregated chain to another state \(\Omega_\gamma\) (\(\beta, \gamma \in [1..\Gamma]\)) is the sum of transition rates in the initial SAN from one state of \(\Omega_\beta\) to all the states of \(\Omega_\gamma\).

---

\(^1\)We will see in the next section that the choice of the state of \(C1\) in the initial SAN does not affect the result.
Due to the condition of Rosenblatt, we can arbitrarily choose any of the states of $\Omega_3$, and the result will not be affected.

We have seen the conditions needed to aggregate a Markov chain. We now investigate whether a SAN with multiple replicas can be aggregated, and prove that a SAN with multiple replicas can be strongly aggregated. To do this, we first define the partition of the state space that we want to consider in the theorem of Rosenblatt, then introduce some notation, and finally prove that the condition of Rosenblatt is satisfied for the considered partition (Lemma 1).

**State space partition:**
Two global states $x$ and $y$ $(x, y \in \hat{S})$ are equivalent if

$$\exists \tau \in \mathcal{P}, \sigma(x) = y$$

For both global states, there is in each subset the same number of automata in a given local state. The partition that we consider is $\Omega = (\Omega_1, \ldots, \Omega_T)$, where each $\Omega_\gamma$ ($\gamma \in [1..T]$) corresponds to a class of equivalent states. All the states in $\Omega_\gamma$ are equivalent, so we can choose for each $\Omega_\gamma$ one particular state $r_\gamma \in \Omega_\gamma$, and for all other states $x \in \Omega_\gamma$, we can find a permutation $\tau \in \mathcal{P}$ such that $\tau(x) = r_\gamma$.

**Notation:**
- If $x$ is a global state of the SAN, $x^{(i)}$ is the local state of $A^{(i)}$, for $i = 1..N$. Notice that if $\tau \in \mathcal{P}$, then $\tau(x)^{(i)} = x^{(\tau(i))}$.
- If $A$ is a matrix, $i$ and $j$ two indexes, then $a_{ij}$ represents the element of $A$ on row $i$ and column $j$. It may be functional, and $a_{ij}(x)$ is the function evaluated for the global state $x$.
- The descriptor $Q$ described in Formula (1) can be decomposed into three parts: $Q = L + \sum_{e \in \mathcal{E}}(Pe + Ne)$ where the matrix $L$ corresponds to the local part of the descriptor, $Pe$ to the positive synchronization part for event $e$, and $Ne$ to the negative synchronization part for event $e$.

- If $x$ and $y$ are two global states of the SAN, $q_{xy} = l_{xy} + \sum_{e \in \mathcal{E}}(p_{exy} + n_{exy})$ is the rate of passing from state $x$ to state $y$.
- If $x$ is a global state of the SAN and $\gamma \in [1..T]$, then $q_{x\Omega_\gamma}$ is the cumulative rate of passing from state $x$ to one of the states of $\Omega_\gamma$: $q_{x\Omega_\gamma} = \sum_{y \in \Omega_\gamma} q_{xy}$

This can also be defined for the matrix $L$, and for $Pe$ and $Ne$ (where $e \in \mathcal{E}$):

$$l_{x\Omega_\gamma} = \sum_{y \in \Omega_\gamma} l_{xy}, \quad p_{x\Omega_\gamma} = \sum_{y \in \Omega_\gamma} p_{exy}, \quad n_{x\Omega_\gamma} = \sum_{y \in \Omega_\gamma} n_{exy}.$$ 

Notice that all states in $\Omega_\gamma$ are equivalent within a permutation of $\mathcal{P}$, so we have $l_{x\Omega_\gamma} = \sum_{y \in \Omega_\gamma} l_{xy} = \sum_{\sigma \in \mathcal{P}} l_{x\sigma(r_\gamma)}$. The same can be written for $p_{e\Omega_\gamma}$ and $n_{e\Omega_\gamma}$.

**Lemma 1:** The Rosenblatt condition is satisfied for the SAN on the partition $\Omega = (\Omega_1, \ldots, \Omega_T)$. In other words, for all $\beta, \gamma \in [1..T]$, the probability of passing from a state $x \in \Omega_\beta$ to $\Omega_\gamma$ always has the same value for each state $x$ in $\Omega_\beta$: $\forall x \in \Omega_\beta, q_{x\Omega_\gamma} = q_{y\Omega_\gamma}$.

The proof of this Lemma is in the appendix. With the application of the Theorem of Rosenblatt, the Markov chain underlying the SAN can therefore be strongly aggregated on the partition $\Omega$.

The aggregated Markov chain is defined on the set of equivalence classes defined by the permutations of $\mathcal{P}$. These equivalence classes are built from the product state space of the
initial SAN which may contain unreachable states. As a consequence, some of these equivalence classes may also be unreachable. Let us denote by $S_{agg}$ this state space of equivalence classes (product state space of the aggregated Markov chain).

4.3. Tensor expression of the matrix of the aggregated Markov chain

This section aims at showing how we can express the matrix of the aggregated Markov chain as a tensor expression.

Recall that the descriptor $Q$ of the initial SAN described in formula (1) can be decomposed into three parts: $Q = L + \sum_{e \in E}\{P_e + N_e\}$. $L$ is a tensor sum; all $P_e$ and $N_e$ are tensor products.

Let $\tilde{x}$ and $\tilde{y}$ be two global states of the aggregated state space (equivalence classes), and $x \in \tilde{x}$ be any of the global states of the equivalence class (it is a global state of the original state space). The generator of the aggregated Markov chain, denoted by $\tilde{Q}$, is defined by $\tilde{q}_{\tilde{x}\tilde{y}} = \sum_{y \in \tilde{y}} q_{xy} = \sum_{\sigma \in \mathcal{P}} q_{\sigma\sigma(y)}$.

Moreover, with the definition of $Q$, $q_{xy} = l_{xy} + \sum_{e \in E}\{pe_{xy} + ne_{xy}\}$, and finally

$$\tilde{q}_{\tilde{x}\tilde{y}} = \sum_{\sigma \in \mathcal{P}} l_{\sigma\sigma(y)} + \sum_{e \in E}\left(\sum_{\sigma \in \mathcal{P}} pe_{\sigma\sigma(y)} + \sum_{\sigma \in \mathcal{P}} ne_{\sigma\sigma(y)}\right)$$

Therefore, the matrix $\tilde{Q}$ can be expressed as a sum of matrices: $\tilde{Q} = L + \sum_{e \in E\mathcal{S}}(P_e + N_e)$, where, for each global state $\tilde{x}$ and $\tilde{y}$, and for $a = l$, $a = pe$ or $a = ne$ ($e \in E\mathcal{S}$),

$$\tilde{a}_{\tilde{x}\tilde{y}} = \sum_{\sigma \in \mathcal{P}} a_{\sigma\sigma(y)}$$

Now we consider a lumped version of each matrix $A$ ($A$ can be any of the matrix $L$, $P_e$ and $N_e$, where $e \in E\mathcal{S}$), denoted by $A$. This lumped matrix (defined in the following) is a tensor expression, obtained by the aggregation of each subset of replicated automaton. The equivalent SAN obtained is not defined there, we work only on the matrix expression of this SAN.

We want to prove that $\tilde{Q} = L + \sum_{e \in E\mathcal{S}}(P_e + N_e)$, where $\tilde{Q}$ is the matrix of the aggregated Markov chain. So, we will have a tensor expression of $\tilde{Q}$.

To prove this, we work on each term $a$, where $a$ can be $l$, $pe$ or $ne$ ($e \in E\mathcal{S}$), and we show that $\tilde{a}_{\tilde{x}\tilde{y}} = \tilde{a}_{\tilde{x}\tilde{y}}$.

We consider first the tensor products $P_e$ and $N_e$, for $e \in E\mathcal{S}$. Then we explore the case of the tensor sum $L$.

Let $A$ be one of the tensor products $P_e$ or $N_e$, $e \in E\mathcal{S}$: $A = \bigotimes_{i=1}^{N} Q^{(i)}$.

Let $x$ and $y$ be two global states. With the definition of generalized tensor product, we have

$$a_{xy} = \prod_{i=1}^{N} q^{(i)}_{x^{(i)}y^{(i)}}(x).$$

So $\tilde{a}_{\tilde{x}\tilde{y}} = \sum_{\sigma \in \mathcal{P}} a_{\sigma\sigma(y)} = \sum_{\sigma \in \mathcal{P}} \prod_{i=1}^{N} q^{(i)}_{x^{(i)}\sigma(y^{(i)})}(x)$

Recall that $\sigma$ can be expressed as a combination $\sigma = (\sigma_1 \ ... \ \sigma_K)$. So we have

$$\tilde{a}_{\tilde{x}\tilde{y}} = \sum_{\sigma_1 \in \mathcal{P}_1} ... \sum_{\sigma_K \in \mathcal{P}_K} \prod_{i=1}^{N} q^{(i)}_{x^{(i)}\sigma(y^{(i)})}(x)$$

If we decompose the product into subsets, we can replace in the product term, $\sigma$ by the corresponding $\sigma_h$, where $h \in [1..K]$, and factorize the independent terms:
\[ \tilde{a}_{\tilde{x}\tilde{y}} = \prod_{h=1}^{K} \left( \sum_{\sigma_h \in \mathcal{P}_h} \prod_{i \in S\mathcal{T}_h} q_{x_i}^{(i)}(\sigma_h(y^{(i)}))(x) \right) \]  

(3)

Then let us define the lumped matrix \( \widehat{A} \) as a tensor product of \( K \) matrices: \( \widehat{A} = \bigotimes_{h \in [1..K]} \hat{A}^h \),

where \( \hat{A}^h \), \( h \in [1..K] \), is defined by

\[ \hat{a}_{\hat{x}\hat{y}}^h(\hat{x}) = \sum_{\sigma_h \in \mathcal{P}_h} \prod_{i \in S\mathcal{T}_h} q_{x_i}^{(i)}(\sigma_h(y^{(i)}))(\hat{x}) \]

Recall that \( \hat{x} = (\hat{x}_1 \ldots \hat{x}_K) = (\hat{x}^{(1)}, \ldots, \hat{x}^{(N)}) \).

Then we have

\[ \tilde{a}_{\tilde{x}\tilde{y}} = \prod_{h=1}^{K} \hat{a}_{\hat{x}\hat{y}}^h(\hat{x}) = \prod_{h=1}^{K} \sum_{\sigma_h \in \mathcal{P}_h} \prod_{i \in S\mathcal{T}_h} q_{x_i}^{(i)}(\sigma_h(y^{(i)}))(\hat{x}) \]  

(4)

Due to the properties of the functions, when we evaluate them with all \( x \in \hat{x} \), we always have the same result, so formula (2) and (3) are equal, which proves the result \( \tilde{a}_{\tilde{x}\tilde{y}} = \tilde{a}_{\tilde{x}\tilde{y}} \).

Now, let \( A \) be the tensor sum \( L: A = \bigoplus_{i=1}^{N} Q^{(i)} \).

Let \( x \) and \( y \) be two global states. With the definition of generalized tensor sum, we have

\[ a_{xy} = \sum_{i=1}^{N} q_{x}^{(i)}(x) \Delta_{\{x^{(i)} \} \{y^{(i)} \}} \],

where \( \Delta_{\{x^{(i)} \} \{y^{(i)} \}} = \prod_{j=1..N, j \neq i} \delta_{x^{(i)} y^{(j)}} \).

So \( \tilde{a}_{\tilde{x}\tilde{y}} = \sum_{\sigma \in \mathcal{P}} a_{\sigma x \sigma y} = \sum_{\sigma \in \mathcal{P}} \sum_{i=1}^{N} q_{x_i}^{(i)}(\sigma(y^{(i)})) \Delta_{\{x^{(i)} \} \{\sigma(y^{(i))} \}} \)

Notice that the only \( \sigma = (\sigma_1 \ldots \sigma_K) \) giving a nonzero result for \( \Delta_{\{x^{(i)} \} \{\sigma(y^{(i))} \}} \) are such that only one of the \( \sigma_h, h = 1..K \), is not the identity (denoted by \( id \)).

Let \( \sigma_h = (id \ldots \sigma_h \ldots id) \) be such a permutation. Then we have:

\[ \tilde{a}_{\tilde{x}\tilde{y}} = \prod_{h=1}^{K} \left( \sum_{\sigma_h \in \mathcal{P}_h} \sum_{i=1}^{N} q_{x_i}^{(i)}(\sigma_h(y^{(i)}))(x) \Delta_{\{x^{(i)} \} \{\sigma_h(y^{(i))} \}} \right) \]

\( \Delta_{\{x^{(i)} \} \{\sigma_h(y^{(i))} \}} \) can be non null only for \( i \in S\mathcal{T}_h \), so finally,

\[ \tilde{a}_{\tilde{x}\tilde{y}} = \prod_{h=1}^{K} \left( \sum_{\sigma_h \in \mathcal{P}_h} \sum_{i \in S\mathcal{T}_h} q_{x_i}^{(i)}(\sigma_h(y^{(i)}))(x) \Delta_{\{x^{(i)} \} \{\sigma_h(y^{(i))} \}} \right) \]  

(5)

Then let us define the lumped matrix \( A \) as a tensor sum of \( K \) matrices: \( A = \bigoplus_{h \in [1..K]} \hat{A}^h \),

where \( \hat{A}^h \), \( h \in [1..K] \), is defined by

\[ a_{\hat{x}\hat{y}} = \prod_{h=1}^{K} \left( \sum_{\sigma_h \in \mathcal{P}_h} \prod_{i \in S\mathcal{T}_h} q_{x_i}^{(i)}(\sigma_h(y^{(i)}))(\hat{x}) \Delta_{\{x^{(i)} \} \{\sigma_h(y^{(i))} \}} \right) \]

\[ \Delta_{\{x^{(i)} \} \{\sigma_h(y^{(i))} \}} \]

\[ \delta_{u,v} = 1 \text{ if } u = v, \text{ and } 0 \text{ otherwise} \]
\[ \hat{a}_{\hat{x}_k, \hat{y}_k}(\hat{x}) = \sum_{\sigma_k \in P_k} \sum_{i \in S_k} q^{(i)}(x^{(i)}, \sigma_k(y^{(i)}))(\hat{x}) \Delta_{\sigma_k(y^{(i)})} \]

and \( \Delta_{\sigma_k(y^{(i)})} \). Then we have

\[ \hat{a}_{\hat{x}, \hat{y}} = \prod_{k=1}^K \left( \sum_{\sigma_k \in P_k} \sum_{i \in S_k} q^{(i)}(x^{(i)}, \sigma_k(y^{(i)}))(\hat{x}) \Delta_{\sigma_k(y^{(i)})} \right) \prod_{k \in [1..K], \neq h} \delta_{\sigma_k y_k} \] (6)

In equation (5), the product \( \prod_{k \in [1..K], \neq h} \delta_{\sigma_k y_k} \) multiplied by the \( \Delta_{\sigma_k(y^{(i)})} \) is equivalent to the \( \Delta_{\sigma_k(y^{(i)})} \) defined for equation (4).

The two formula are therefore identical, and \( \hat{a}_{\hat{x}, \hat{y}} = \hat{a}_{\hat{x}, \hat{y}} \).

**Tensor expression of \( \hat{Q} \)**

We have proven that \( \hat{Q} = \hat{L} + \sum_{e \in S}(\hat{P}_e + \hat{N}_e) \), and with the expression of the different lumped matrix, we have

\[ \hat{Q} = \bigoplus_{g} \hat{L}^h + \sum_{e \in S} \left( \bigotimes_{h \in [1..K]} \hat{P}_e^h + \bigotimes_{h \in [1..K]} \hat{N}_e^h \right) \]

and all the matrices \( \hat{A}^h \) have been defined above.

Thus, we obtain a compact representation of the aggregated Markov chain, as if each subset has been aggregated in an independent way.

5. The benefits of aggregation

We have seen that we can strongly aggregate a SAN with multiple replicas, but we still need to see what benefits it brings in order to justify this aggregation. We will at first present some theoretical results, then we will show the benefits of aggregation on practical examples.

5.1. Theoretical results

Consider a **SAN composed of one replica** with \( N \) automata, and let \( M \) be the number of states per automaton (it is the same for all automata because of the replication). The total number of states of the SAN is then \( M^N \). We wish to calculate the number of states of the reduced Markov chain. Notice that we do not take unreachable states into account, and some states of the aggregated Markov chain can be removed (as seen in the examples).

For a given initial state of the SAN, let us denote by \( n_a_m \quad (m \in [1..M] \) \) the number of automata that are in state \( m \). The number of states of the aggregated Markov chain is therefore bounded by the number of integer solutions of the equation \( \sum_{m=1}^M n_a m = N \), which is \( \frac{(N + M - 1)!}{M - 1} \)

\[ \binom{N + M - 1}{M - 1} = \frac{(N + M - 1)!}{N!(M - 1)!} \]
Aggregation is beneficial only when there are several automata. For example, if we aggregate a SAN with \(N = 2\) and \(M = 5\), we have initially \(5^2 = 25\) states and we obtain 15 states after aggregation. For large values of \(N\), it becomes much more interesting. For example, when \(N = 100\) and \(M = 5\), we obtain an order of 4.6 million states after aggregation, instead of the \(5^{100} \approx 10^{70}\) initial states. If we have \(N\) automata with 2 states each, we have initially \(2^N\) states, and only \(N + 1\) after aggregation.

Aggregation is useful for large SAN models, and it can be observed that in these cases, the state space reduction is significant. We have drawn some curves that show the state space reduction: percentage of the aggregated product state space size compared to the original product state space size, function of \(N\), for different values of \(M\) (Figure 5).

For \(N > 10\), the size of the aggregated state space is negligible compared to the size of the original product state space, and the reduction is more significant for larger values of \(M\).

For a SAN with multiple replicas, we have for each subset \(h \in [1..K]\) \(\frac{(R_h + M_h - 1)!}{R_h!(M_h - 1)!}\) aggregated states (\(M_h\) is the number of states of the automata of the subset \(h\), and \(R_h\) the number of replicas), what makes a total of \(\prod_{h=1}^{K} \frac{(R_h + M_h - 1)!}{R_h!(M_h - 1)!}\) states. For example, if we have 2 subsets of \(R\) automaton, each having 2 states, and \(K\) other subsets containing only one automaton with \(M\) states each, we have initially \(2^R \times 2^R \times M^K\) states, and only \((R + 1) \times (R + 1) \times M^K\) states after aggregation.

5.2. Numerical results

This section aims to show the practical benefits of aggregation through a few examples. At first, we introduce some examples, and then we summarize the results.

**RSI and RS2** These models have already been described in Sections 3.2 and 3.4.

Figure 6 shows the aggregated Markov chain for the **RSI** model\(^5\). State \(i (i = 1..N_p)\)

---

\(^5\)In fact, Figure 6 is a generalization of the model in Figure 4.
corresponds to the state \( i \) processes are using a resource. The part with dotted lines correspond to the unreachable states, it can be suppressed from the Markov chain.

\[
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(N_r) \\
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\]

Figure 6. RS1 - aggregated Markov chain

The size of the SAN before aggregation is \(|S| = 2N_p\) and \(|S| = \sum_{i=0}^{N_p} \binom{N_p}{i}\).

The size of the aggregated Markov chain is \(|S_{agg}| = N_p + 1\), and when we suppress the unreachable states, \(|S_{agg}| = N_p + 1\).

For the RS2, the aggregated state \((i_1, \ldots, i_K)\) means that \(i_h\) processes of the group \(h (h = 1 \ldots K)\) are using a resource. Some numerical results will be provided, showing the reduction of the state space in some special cases.

**Resource sharing model with failure - RS3** This model is similar to RS1, except that the system may fail. Each of the \(N_p\) processes has an additional state fail, and can go to this state via a synchronizing transition from both states sleeping and using. The event ext\(_{fail}\) (rate \(\lambda_f\)) corresponds to a failure of the system. The occurrence of the event ext\(_{rep}\) (rate \(\lambda_r\)) means that the system has been repaired, and then all the processes are back in state sleeping.

An additional automaton represents the state of the system, it can be failure or active. Transitions from one state to another occur with ext\(_{fail}\) and ext\(_{rep}\). The other events are the same than those of RS1 (Section 3.2). This model, which we shall call RS3, is graphically illustrated in Figure 7.

\[
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Figure 7. Resource Sharing Model with failure - RS3

In this case, all process automata are replicated, so we can aggregate them. Figure 8 shows the aggregated Markov chain (without the unreachable states). State \(i (i = 1 \ldots N_p)\) corresponds to the state \(i\) processes are using a resource, and state fail corresponds to the failure of the system.

The size of the SAN before aggregation is \(|S| = 2 \times 3^{N_p}\) and \(|S| = 1 + \sum_{i=0}^{N_p} \binom{N_p}{i}\) (one more state than for RS1, corresponding to the global state the system is in failure).
The size of the aggregated Markov chain is $|S_{agg}| = (N_p + 2)N_r + 1$, and when we suppress the unreachable states, $|S_{agg}| = N_r + 2$.

On/Off Sources model – OS This fourth model presents a case in which $s$ on/off sources feed a limited capacity ($C$ requests) queue. The SAN for this model is represented by $s + 1$ automata. Each source is represented by a two-states automaton (local states on and off), and an additional automaton with $C + 1$ states. The arrival rate of the queue is a function of the state of the sources automata, and the service rate is a constant value $\mu$ (rate of the event $evt_a$). We consider two groups of sources, the first with $s_1$ sources (automata $1$ to $s_1$), and rate $\lambda_1$, and the second with $s_2 = s - s_1$ sources (automata $s_1 + 1$ to $s$), and rate $\lambda_2$. These source rates shall be added to the arrival rate when the source is in the state on. Then the rate of the event of arrival in the queue $evt_a$ is

$$\lambda_1 \sum_{i=1}^{s_1} \delta \left( st(M^{(i)} = \text{on}) \right) + \lambda_2 \sum_{i=s_1+1}^{s} \delta \left( st(M^{(i)} = \text{on}) \right)$$

Figure 9 illustrates this SAN model. The events $evt_a^{(i)}$ and $evt_f^{(i)}$ have constant rates, depending only of the type of source (group $1$ or group $2$).

This model has three subsets ($K = 3$), and the first and second subsets can be aggregated. The first subset aggregation results in an automaton with $s_1 + 1$ states, and the second subset aggregation results in an automaton with $s_2 + 1$ states. The reduced state space is then $|S_{agg}| = (s_1 + 1) \times (s_2 + 1) \times (C + 1)$, instead of the original state space $|S| = 2^s \times (C + 1)$.

Cluster with Bus Communication – CB This fourth model represents a cluster with $N_p$ processing nodes with a simple behavior:
- each node $i$ alternates from idle ($Id^{(i)}$) to processing ($Pr^{(i)}$) state;
- being in the idle state a node can pass to transmission ($Tx^{(i)}$) state if no other node is already transmitting; or it can pass to reception ($Rx^{(i)}$) state if there is another node transmitting;
- after transmitting or receiving each node returns to idle state.

Such model could be seen as a simple description of UDP protocol over a shared bus, or other communication protocol in which there is no need of commitment between send/receive
connections. Despite the application of such model, our interest in this paper is the description of a SAN with $N_p$ automata with four states each. This replicated automata model is represented in Figure 10. All events in this SAN are local, but events $r_3^{(i)}$ and $r_5^{(i)}$ must be defined with functional rates (the other events have constant rates), respectively:

- $\left( \sum_{i=1}^{N_p} \delta(\mathcal{A}(i) = T_x^{(i)}) \right) = 1$ in order to grant access to reception state if there is one node transmitting; and
- $\left( \sum_{i=1}^{N_p} \delta(\mathcal{A}(i) = T_x^{(i)}) \right) = 0$ in order to grant access to transmission state if no node is already transmitting.

When all nodes have the same rates this model is a SAN composed of one replica. Only the global states in which only one node, at most, is transmitting are reachable, i.e.:

$$reachability = \left( \sum_{i=1}^{N_p} \delta(\mathcal{A}(i) = T_x^{(i)}) \right) \leq 1$$

**Numerical Results** We present here some numerical results obtained with the software package PEPS [1] aggregating and solving the presented examples. The aggregation of replicas was automatically performed by PEPS using the model specification information (see Section 3.5), and the lumped SAN models were stored in the tensor format (see Section 4.3). The computer used to run the examples was an IBM-PC running Linux OS (Mandrake distribution, version 8.0), with 1.5 Gbytes of RAM and with 2.0 GHz Pentium IV processor. The indicated processing times do not take system time into account, i.e., they refer only to the user time...
spent to perform one iteration\(^6\). in order to compute the steady-state probabilities\(^1\). A time of 0 sec. means that the time is negligible (less than \(10^{-4}\) sec.). An indication \(\pm\) means that PEPS was unable to solve the model (too many states).

![Figure 10. Cluster with Bus Communication replicated automaton – CB](image)

<table>
<thead>
<tr>
<th>Model</th>
<th>Initial SAN</th>
<th>(\mathcal{F})</th>
<th>(\mathcal{G})</th>
<th>Time (sec.)</th>
<th>(\mathcal{F}_{\text{agg}})</th>
<th>(\mathcal{G}_{\text{agg}})</th>
<th>Time (sec.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RS1</td>
<td>(N_p = 20, N_r = 10)</td>
<td>1,048,576</td>
<td>616,666</td>
<td>55.7</td>
<td>21</td>
<td>11</td>
<td>0.000</td>
</tr>
<tr>
<td>RS1</td>
<td>(N_p = 10,000, N_r = 8,000)</td>
<td>(2^{10,000})</td>
<td>-</td>
<td>-</td>
<td>(10,001)</td>
<td>8,001</td>
<td>0.004</td>
</tr>
<tr>
<td>RS2</td>
<td>(K = 2, N_r = 10)</td>
<td>1,048,576</td>
<td>616,666</td>
<td>55.7</td>
<td>96</td>
<td>51</td>
<td>0.000</td>
</tr>
<tr>
<td>RS2</td>
<td>(R_1 = 5, R_2 = 15)</td>
<td>6,933,568,802</td>
<td>616,666</td>
<td>-</td>
<td>462</td>
<td>12</td>
<td>0.000</td>
</tr>
<tr>
<td>OS(a_1 = 12, a_2 = 4, K_a = 1,000)</td>
<td>65,601,536</td>
<td>65,601,536</td>
<td>101.5</td>
<td>65,095</td>
<td>65,095</td>
<td>0.032</td>
<td></td>
</tr>
<tr>
<td>OS(a_1 = 8, a_2 = 8, K_a = 1,000)</td>
<td>65,601,536</td>
<td>65,601,536</td>
<td>101.5</td>
<td>81,081</td>
<td>81,081</td>
<td>0.034</td>
<td></td>
</tr>
<tr>
<td>CB(N_r = 12)</td>
<td>86,777,216</td>
<td>2,657,355</td>
<td>92.6</td>
<td>453</td>
<td>169</td>
<td>0.060</td>
<td></td>
</tr>
<tr>
<td>CB(N_r = 15)</td>
<td>1,053,741,824</td>
<td>86,093,442</td>
<td>-</td>
<td>816</td>
<td>256</td>
<td>0.000</td>
<td></td>
</tr>
</tbody>
</table>

The results show that aggregation always produce a significant state space reduction. This is true even when the original product state space is equal to the original reachable state space (model OS). The cardinality of the subsets, as in the two OS models presented, has little effect when compared to the gains achieved by the aggregation technique. The time required

\(^6\)The number of iterations may vary according to the chosen numerical input parameters. However, the time to perform one iteration is not affected by the choice of numerical parameters. The solution method used to compute results was power iterations, but the other methods available in PEPS (Arnoldi and GMRES) have a quite similar time costs per iteration that depends on the cost of one vector-descriptor multiplication [12].

\(^1\)The technique presented in this paper is probably also useful for transient analysis. However, our interest here is limited to stationary solution, since this is the only solution formally defined for SAN models and implemented in the PEPS software tool.
to compute performance indexes for this model becomes quite negligible. Taking replicas into account can even make possible to solve problems that were too large before, as the proposed RS3 model, the RSI model with \( N_p = 10,000 \), and the CB model with \( N_p = 15 \). In fact, the last OS with a little bit more than 65 million states is the largest model directly solved by PEPS until now. Larger models can be solved, but with the current computational power, and specially the current memory limitations, there is no much room to handle larger models, unless some aggregation technique, like ours, is employed.

6. Conclusions

In this paper, we have defined SAN models with replicas, and have exposed a technique to aggregate such models. We proved a theorem showing how strong aggregation can be performed, and how the matrix of the aggregated Markov chain can be expressed as a tensor expression. The theoretical benefits of such an aggregation are also presented and verified by the numerical achievements of the implementation in the PEPS software tool.

Notice that the subsets of replicated automata have to be defined at the high level specification. This is often a fake problem since the replicas are usually known when modeling a particular system.

The implementation of the automatic generation of the aggregated Markov Chain in PEPS proved the efficiency of the proposed technique. The implemented algorithm generates the tensor expression of the matrix very quickly (much faster than the time spent by one single iteration). The resulting tensor expression is usually much more compact, so we can compute the numerical solution with an impressive reduction of CPU costs.

In this paper, we work only on the matrices describing such SAN to prove that the matrix of the aggregated Markov chain can be expressed as a tensor expression. We could as future work define formally an equivalent SAN resulting from the aggregation of each subset.

Finally, we plan to work on applications, e.g., communication protocols, to experiment those new techniques on real and large systems with a significant number of replicas. Many models in communication could not be solved by SAN due to the limitation of the product state space size, but we do believe that the proposed technique can boost the use of SAN to such practical cases.

The authors wish to thank Cyril Guilloud for his preliminary work on SAN aggregation.
Appendix: proof of Lemma 1

To prove Lemma 1, we decompose the problem into two parts, corresponding respectively to the local part of the descriptor (Lemma 2) and the synchronizing part (Lemma 3).

Lemma 2: For all $\beta, \gamma \in [1, \Gamma]$, the probability of passing from a state $x \in \Omega_\beta$ to $\Omega_\gamma$, with a local transition always has the same value for each state $x$ in $\Omega_\beta$:

$$\forall x \in \Omega_\beta \ l_{x\Omega_\gamma} = l_{r\beta \Omega_\gamma}.$$  

Proof of Lemma 2

Let $\beta, \gamma \in [1, \Gamma], x \in \Omega_\beta$ and let $\tau \in \mathcal{P}$ be the permutation such that $x = \tau(r^\beta)$. With the definition of a generalized tensor sum ([10, 25]), for $y \in \Omega_\gamma$, we have

$$l_{xy} = \sum_{i=1}^{N} \left[ q_{\text{s}i, y}^{(i)} \prod_{j=1, j \neq i}^{N} \delta_{x, y}^{(i)} \right],$$

where $Q^{(i)}_{\text{s}}$ is the local transition matrix of automaton $A^{(i)}$, and $\delta_{x, y}^{(i)} = 1$ if $u = v$, and 0 otherwise.

In order to simplify the notation, let us define $\Delta_{x, y}^{(i)} = \prod_{j=1, j \neq i}^{N} \delta_{x, y}^{(i)}$.

Then we have

$$l_{x\Omega_\gamma} = \sum_{y \in \Omega_\gamma} l_{xy} = \sum_{\sigma \in \mathcal{P}} l_{x\sigma(\gamma)} = \sum_{\sigma \in \mathcal{P}} \sum_{i=1}^{N} q_{\text{s}i, y}^{(i)} \Delta_{x, y}^{(i)} \Delta_{\tau(\gamma), y}^{(i)}$$

Moreover, we have $x = \tau(r^\beta)$, so

$$l_{x\Omega_\gamma} = \sum_{\sigma \in \mathcal{P}} \sum_{i=1}^{N} q_{\text{s}i, \tau(r^\beta)}^{(i)} \Delta_{\tau(\gamma), \tau(r^\beta)}^{(i)}.$$  

Now decompose the equation for each subset of the SAN. Recall that the matrices of a subset $h \in [1, K]$ are all identical to $Q^{(i)}(h)$. Moreover, for $\sigma \in \mathcal{P}$, let $\varphi \in \mathcal{P}$ be the permutation $\varphi = \sigma \circ \tau^{-1}$. Then $\sigma = \varphi \circ \tau$ and when $\sigma$ goes through $\mathcal{P}$, $\varphi$ does the same (in a different order). Because of the commutativity of the sum, we can replace $\sum_{\sigma \in \mathcal{P}}$ with $\sum_{\varphi \in \mathcal{P}}$. Then we have:

$$l_{x\Omega_\gamma} = \sum_{\varphi \in \mathcal{P}} \sum_{h=1}^{K} \sum_{i \in S_h} q_{(i, h)} \Delta_{\varphi(\gamma), \varphi(r^\beta)} \Delta_{\tau(\gamma), \tau(r^\beta)}.$$  

The functions are not changed by a permutation of $\mathcal{P}$, and $\tau \in \mathcal{P}$, so we can replace $\tau(r^\beta)$ by $r^\beta$ in the above equation. Moreover, for each subset $h$, when $i$ goes through $S_h$, $\tau(i)$ does the same but in a different order (it is a permutation inside the subset). Because of the commutativity of a sum, we can change the order and replace $\tau(i)$ by $i$ in the equation:

$$l_{x\Omega_\gamma} = \sum_{\varphi \in \mathcal{P}} \sum_{h=1}^{K} \sum_{i \in S_h} q_{(i, h)} \Delta_{r, \varphi(r^\beta)} \Delta_{\tau(\gamma), \tau(r^\beta)} = \sum_{\varphi \in \mathcal{P}} \sum_{i=1}^{N} q_{i, \varphi(r^\beta)} \Delta_{\tau(\gamma), \tau(r^\beta)}.$$  

Finally, $l_{x\Omega_\gamma} = \sum_{\varphi \in \mathcal{P}} l_{r\beta \varphi(r^\beta)} = l_{r\beta \Omega_\gamma}$. 

$\square$
Lemma 3: For all $\beta, \gamma \in [1..\Gamma]$, the probability of passing from a state $x \in \Omega_\beta$ to $\Omega_\gamma$ with a synchronizing transition always has the same value for each state $x$ in $\Omega_\beta$: $\forall x \in \Omega_\beta \sum_{e \in E_S} (p_x^{\sigma^o_\beta} + n_e x^{\sigma^o_\beta}) = \sum_{e \in E_S} (p_x^{\sigma^o_\beta} + n_e x^{\sigma^o_\beta})$.

Proof of Lemma 3

Let $e \in E_S, \beta, \gamma \in [1..\Gamma], x \in \Omega_\beta$ and let $\tau \in \mathcal{P}$ be the permutation such that $x = \tau(r_\beta)$. We will first prove that $p_x^{\sigma^o_\beta} = p_x^{\sigma^o_\beta}$. The proof for $n_e$ is similar.

With the definition of a generalized tensor product ([10, 25]), for $y \in \Omega_\tau$, we have $p_{xy} = \prod_{i=1}^N q_{x, y_i}^{(i)}$, where $Q^{(i)}$ is the positive synchronization transition matrix of automaton $A^{(i)}$.

Moreover, $x = \tau(r_\beta)$, so we have $p_{x \Omega_\beta} = \sum_{y \in \Omega_\gamma} p_{xy} = \sum_{\sigma \in \mathcal{P}} p_{x \sigma} = \sum_{\sigma \in \mathcal{P}} \prod_{i=1}^N q_{x_e, y_i}^{(i)} = \sum_{\sigma \in \mathcal{P}} \prod_{i=1}^N q_{x_e, y_i}^{(i)} (\tau(r_\beta))$

Now decompose the equation for each subset of the SAN. Recall that almost all the matrices are identical inside a subset $\varphi \in [1..K]$; we denote them by $Q_{\varphi}$. There is only one particular matrix in one of the subsets equal to $f_e Q_{\varphi}^{(i)}$, where $f_e$ is the transition rate of the event (definition of SAN models with replicas).

For $\sigma \in \mathcal{P}$, let $\varphi \in \mathcal{P}$ be the permutation $\varphi = \sigma \circ \tau^{-1}$. Then $\sigma = \varphi \circ \tau$ and when $\sigma$ goes through $\mathcal{P}$, $\varphi$ does the same (in a different order). Because of the commutativity of the sum, we can replace $\sum_{\sigma \in \mathcal{P}}$ with $\sum_{\varphi \in \mathcal{P}}$. Then we have:

$p_{x \Omega_\beta} = \sum_{\varphi \in \mathcal{P}} \prod_{i=1}^K \left( f_e (\tau(r_\beta)) \prod_{i \in S_{I_h}} q_{x_{e_i}, y_i}^{(i)} (\tau(r_\beta)) \right)$

The functions are not changed by a permutation of $\mathcal{P}$, and $\tau \in \mathcal{P}$, so we can replace $\tau(r_\beta)$ by $r_\beta$ in the above equation. Moreover, for each subset $h$, when $i$ goes through $S_{I_h}$, $\tau(i)$ does the same but in a different order (it is a permutation inside the subset). Because of the commutativity of a product, we can change the order and replace $\tau(i)$ by $i$ in the equation:

$p_{x \Omega_\beta} = \sum_{\varphi \in \mathcal{P}} \prod_{i=1}^K \left( f_e (r_\beta) \prod_{i \in S_{I_h}} q_{x_{e_i}, y_i}^{(i)} (r_\beta) \right) = \sum_{\varphi \in \mathcal{P}} \prod_{i=1}^K q_{x_{e_i}, y_i}^{(i)} (r_\beta)$

Finally, $p_{x \Omega_\beta} = \sum_{\varphi \in \mathcal{P}} p_{r_\beta \Omega_\gamma}^{(i)} = p_{r_\beta \Omega_\gamma}$.

In a similar way, we can prove that $n_{e x_\beta} = n_{e x_\beta}$. This is true for all events $e \in E_S$, so we finally have $\sum_{e \in E_S} (p_{x \Omega_\beta} + n_{e x_\beta}) = \sum_{e \in E_S} (p_{x \Omega_\beta} + n_{e x_\beta})$

$\square$

Proof of Lemma 1

Let $\beta, \gamma \in [1..\Gamma], x \in \Omega_\beta$ and let $\tau \in \mathcal{P}$ be the permutation such that $x = \tau(r_\beta)$. With the decomposition of $Q$, we have

$q_{x \Omega_\gamma} = \sum_{y \in \Omega_\gamma} q_{xy} = \sum_{y \in \Omega_\gamma} (l_{xy} + \sum_{e \in E_S} (p_{xy} + n_{e x y}))$

$= \sum_{y \in \Omega_\gamma} l_{xy} + \sum_{e \in E_S} (\sum_{y \in \Omega_\gamma} p_{xy} + \sum_{y \in \Omega_\gamma} n_{e x y}) = l_{x \Omega_\gamma} + \sum_{e \in E_S} (p_{x \Omega_\gamma} + n_{e x_\gamma})$

With the application of Lemma 2 and Lemma 3, we finally have

$q_{x \Omega_\gamma} = l_{r_\beta \Omega_\gamma} + \sum_{e \in E_S} (p_{r_\beta \Omega_\gamma} + n_{e r_\beta \Omega_\gamma}) = q_{r_\beta \Omega_\gamma}$.

$\square$