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Abstract 
 

 The increasing use of mobile electronic devices forces 

the design of integrated circuits to consider low power 

techniques. Current power estimation models for �oCs 

capitalize mostly in the volume of information transmitted 

through the network. This work presents a more precise 

�oC power estimation model, based in buffer reception 

rates, according to the traffic scenario applied to the 

network. Results show the accuracy of the model com-

pared to industrial power estimation tools, with reduced 

execution time. The proposed method allows exploring 

the �oC design space, being employed to evaluate the 

benefit on using the multicast service.  

1. Introduction 

MPSoCs are widely used in mobile computing devices. 

One of the most important challenges in designing such 

MPSoCs is the fast and correct power estimation. There 

are several techniques to estimate the power consumption 

on microprocessors, but there are few techniques to esti-

mate the power consumption in NoCs [1]. 

Hu et al. [2] propose a mathematical power consump-

tion model for the macro blocks (interconnection wires 

and routers) of a NoC. For this model, the Authors make 

use of the bit energy concept [3], which represents the 

energy of a data bit transported throughout the intercon-

nection wires and routers of the NoC. 

Chang et al. [4] extend the NoC power consumption 

model proposed by Hu. In this model the average energy 

consumption while sending a data bit from point ti to 

point tj is given by the summation of the energy spent in 

the routers and communication wires that links these two 

points through a given route. 

Banerjee et al. [5] developed power consumption mod-

els for each of the elements in a NoC individually. To 

build this model, the Authors synthesize the RTL NoC 

description, which contains the routers and the intercon-

nection wires. The Authors utilize a SPICE simulation to 

compute the power consumption for each basic block. 

Adding the contribution of each block gives the power 

consumption of each module. The router power consump-

tion is then obtained with the summation of the modules 

that compose its structure. 

Palma et al. [6] make use of a power consumption 

model based in the network packet transmission switching 

activity. The proposed NoC power evaluation flow com-

prises three basic steps. The first step starts with the 

VHDL NoC and traffic files. The traffic files inject pack-

ets into the network in each router local port, simulating 

the hardware modules plugged into each router. In the 

second step, the module to be evaluated (e.g. input buffer) 

is synthesized using a 0.35 µm technology, and a netlist is 

generated. This netlist is converted into a SPICE descrip-

tion. The third step is a SPICE simulation. The resulting 

electrical information generates the network power para-

meters for a given traffic. 

As presented above, the state of the art in NoC power 

estimation models uses the volume of information trans-

mitted by the routers as the main estimation metric. This 

approach is inaccurate, since it does not consider the ef-

fect of congestion induced by packet collision.  

This paper describes a model for power estimation in 

NoCs at the RTL abstraction level, based on average re-

ception rates at each router buffer. Fast power estimation 

at this level is very important for designers, since com-

mercial power estimation tools require a large amount of 

memory and prohibitive execution time for complex cir-

cuits, such as a complete NoC. 

2. Reference �oC architecture 

The network used in this work is a synchronous NoC 

with the following features [8]: 2D mesh topology, 

wormhole package switching, parameterizable number of 

virtual channels and XY routing. The basic router archi-

tecture contains: (i) input buffers; (ii) centralized control 

logic, with a round-robin arbiter and XY routing; (iii) 

credit based flow control; (iv) internal crossbar to connect 

input to output ports; (v) TDM or priority-based output 

scheduling. Although the above features do not cover all 

possible NoC architectures, they represent a significant 

set of existing architectures [7][8]. 
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3. Power estimation model  

As shown in [6], the power consumption of a router 

may be divided into three components: buffers, control 

logic and crossbar. Buffers are responsible for the most 

significant part of power consumption in the router. Re-

sults obtained in this work show that the buffers contribu-

tion in the total router power consumption reaches 88.6% 

in average. Buffer power consumption is due to the 

switching activity in the clock signal and in the stored 

value. The constant transition in the buffer clock signal 

provides its base power consumption. The power con-

sumption related to the storage of new flits is added to the 

base power consumption. This power consumption is 

proportional to the number of switching bits between con-

secutive flits [6]. The buffer switching activity, and there-

fore its power consumption, is proportional to its recep-

tion rate. A buffer reception rate is obtained by the 

amount of flits received in a given sampling period. 

The proposed power estimation model comprises two 

steps: calibration and application. 

The calibration step defines the parameters used in the 

model. This step starts synthesizing the central router in 

the target technology (Synopsys Design compiler, tech-

nology XFAB XL035). The synthesis generates a mapped 

RTL, and this new RTL description replaces the original 

router description. The new RTL NoC description is then 

simulated (1 in Figure 1), applying the traffic scenarios 

previously created (4 in Figure 1). At the end of each si-

mulation, a value change dump (VCD) file of the synthe-

sized router is generated. These files contain the switch-

ing activity of each signal presented in the evaluated rou-

ter (2 in Figure 1). Then, the power consumption of a 

complete router is annotated using a commercial power 

estimation tool, Synopsys PrimePower tool [9] (3 in Fig-

ure 1). Injection rates from 5% to 50% of the network 

bandwidth are simulated At the end of the calibration 

phase, a table with the power consumption for each injec-

tion rate is generated, for each element of the router (buf-

fers, crossbar and control logic) (5 in Figure 1). An equa-

tion is obtained for each table, applying a linear adjust-

ment technique (6 in Figure 1). This equation gives the 

power consumption as a function of the injection rate. 

This is a generic procedure, and it can be applied to net-

works with features different to the NoC presented in the 

previous section. 

In the second step, the application of the model (7 in 

Figure 1), the NoC is simulated (in a RTL simulator - 

Mentor ModelSim) to obtain the reception rate of each 

buffer (8 in Figure 1). The buffer reception rate is meas-

ured with a monitor inserted in each buffer of every router 

(9 in Figure 1). This monitor counts the amount of flits 

received in a parameterizable sample window. 

 
Figure Figure Figure Figure 1111    ––––    Proposed flow for RTL NoC power estimProposed flow for RTL NoC power estimProposed flow for RTL NoC power estimProposed flow for RTL NoC power estimaaaation.tion.tion.tion. 

For each buffer reception rate the associated power 

consumption (Pbuffer) is annotated, applying the power 

consumption equations generated in the calibration phase. 

The power consumption of the control logic (Pcontrol) 

and the crossbar (Pcrossbar) are obtained applying to 

each equation element the average reception rate of all 

buffers present in a given router (10 in Figure 1). 

The power consumption of a router is given by equa-

tion (1): 
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where, m represents the number of buffers present in the 

router; n is the number of sampling periods. 

The precision of the proposed model is a function of 

the reception rate sampling period. For sample windows 

different to the one used in the calibration phase, an error 

will be inserted to the power estimation. Bigger sample 

windows can be applied to long simulations in order to 

reduce the number of intermediate power consumptions 

values, but this will increase the error in the average rou-

ter power consumption estimation. 

4. Application of the power estimation model 

The reference NoC is parameterized as follows: 2D 

3 x 3 mesh topology; 8-bit flit size; 8-flit buffer depth; no 

virtual channels. A 50 MHz clock frequency is applied to 

the NoC, resulting in a maximum transmission rate per 

link equals to 400 Mbps. 

Six traffic scenarios are applied to the RTL simulation, 

with an injection rate varying from 5 to 50% of the avail-
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able link bandwidth. At the end of all evaluations the av-

erage power consumption table for the buffer, control 

logic and the crossbar are obtained (Table 1). 

TableTableTableTable    1111    ----    Average power consumption as a funAverage power consumption as a funAverage power consumption as a funAverage power consumption as a funcccction of tion of tion of tion of 
the reception rate. Tthe reception rate. Tthe reception rate. Tthe reception rate. Thehehehe    basebasebasebase    buffer power cobuffer power cobuffer power cobuffer power connnnsumption, sumption, sumption, sumption, 
is obtainedis obtainedis obtainedis obtained    without traffic (0%).without traffic (0%).without traffic (0%).without traffic (0%).    

 Power Consumption (mW) 

Reception 

Rate 
Buffer 

Control 

 Logic 
Crossbar 

0%  2.07 - - 

5% 2.17 1.33 0.03 

10% 2.26 1.40 0.05 

20% 2.45 1.56 0.10 

30% 2.65 1.73 0.16 

40% 2.80 1.86 0.20 

50% 2.91 1.88 0.21 

Figure 2 shows the power consumption graphs for the 

buffer, the control logic and the crossbar. The power con-

sumption equations are obtained from these graphs, ap-

plying a liner adjustment technique.  
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Figure Figure Figure Figure 2222    ----    Buffer, crossbar and control logic power coBuffer, crossbar and control logic power coBuffer, crossbar and control logic power coBuffer, crossbar and control logic power con-n-n-n-
sumption as a function of the buffer reception rate.sumption as a function of the buffer reception rate.sumption as a function of the buffer reception rate.sumption as a function of the buffer reception rate.    

In the application step, the reception rate monitors are 

inserted into the original NoC RTL code, and the sample 

window is adjusted to the same value of the calibration 

step, to minimize the estimation error. In this example 

both sample windows have the same value, 1000 clock 

cycles. 

Now, the RTL NoC is simulated applying the traffic 

under evaluation. In this example, a random traffic was 

automatic generated in the ATLAS framework [10], and 

then applied into the NoC simulation. The reception rates 

of each buffer, in each sample windows is extracted and 

stored in a table. 

Applying the equations obtained in the calibration 

step, the power consumption of routers 11 (central rou-

ter), 10 (middle router) and 00 (corner router) are esti-

mated. The simulation time used in this example is 1 ms, 

and the estimated power consumption values are pre-

sented in the first line of the Table 2. Using the same traf-

fic and simulation time, the routers were evaluated with 

the Synopsys PrimePower power estimation tool. The 

estimated power consumption of these routers are pre-

sented in the second line of the Table 2. The observed 

error is proportional to the buffer switching activity. If a 

given buffer has small switching activity, as the ones pre-

sented in the corner of the mesh, a smaller error is ob-

tained. 

Table Table Table Table 2222    ––––    Power estimation in different routers uPower estimation in different routers uPower estimation in different routers uPower estimation in different routers ussssing ing ing ing 
both the proposed model and the Synopsys Primboth the proposed model and the Synopsys Primboth the proposed model and the Synopsys Primboth the proposed model and the Synopsys PrimeeeePowerPowerPowerPower    
tool.tool.tool.tool.    

Router 11 (Central) 10 (Middle) 00 (Corner) 

Model 12.48 mW 9.97 mW 7.83 mW 

PrimePower 13.2 mW 10 mW 7.84 mW 

Error 5.4% 0.31% 0.16% 

Note in Table 2 that only individual routers are eva-

luated. The required time to evaluate one router with 

PrimePower is in average 15 minutes (logic synthesis, 

simulation, and power estimation). To execute the com-

plete NoC power evaluation, the whole process must be 

applied, consuming several hours to be executed. Our 

method enables to evaluate the complete NoC power con-

sumption, since the CPU time spent is in effect the RTL 

simulation time. In this 3x3 NoC the CPU time spent in 

2.6 GHz Pentium-D is around 10 minutes. 

5. Case study: applying the proposed model 

to a unicast/multicast �oC 

In this Section, the proposed model is applied to a NoC 

with different features from the one used to develop and 

validate the model. The NoC evaluated in this Section has 

the following characteristics: (i) 4 x 4 2D-mesh topology; 

(ii) 8-bit flit size; (iii) 16-flit buffer depth; (iv) credit-

based flow control; (v) support to unicast and multicast 

services; (vi) support to packet and circuit switching; (vii) 

deterministic Hamiltonian routing algorithm. 

The calibration step procedure is applied to this NOC, 

exactly as presented in Section 3. Table 3 presents the 

average power consumption for each NoC component, as 

a function of the reception rate. 

Table Table Table Table 3333    ----    Average power consumption for the input buAverage power consumption for the input buAverage power consumption for the input buAverage power consumption for the input buf-f-f-f-
fefefefer, control logic and crossbar as a function of the recer, control logic and crossbar as a function of the recer, control logic and crossbar as a function of the recer, control logic and crossbar as a function of the recep-p-p-p-
tion rate for the multicast NoC.tion rate for the multicast NoC.tion rate for the multicast NoC.tion rate for the multicast NoC.    

 Power Consump. (mW) -  Multicast NoC 

Reception Rate  Buffer Control Logic Crossbar 

0% 3.88 - - 

5% 4.01 1.48 0.004 

10% 4.12 1.49 0.007 

20%  4.35 1.51 0.01 

30%  4.57 1.53 0.02 

40% 4.79 1.55 0.03 

50%  5.02 1.56 0.04 
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In the next step, application, the estimated average 

power consumption for this NoC is obtained: 302.17 mW. 

The CPU time to simulate the traffic scenario applied to 

this NoC was 5 minutes. It was not possible to compute 

the average NoC power consumption with PrimePower 

tool, due to the circuit complexity (the job was aborted 

after 9 hours). 

The major benefit of the proposed method is to quickly 

explore the design space. To illustrate this benefit, the 

next experiment evaluates the advantages on using multi-

cast service implemented in NoC, in terms of power and 

energy. 

The traffic scenarios used to evaluate the multicast 

service vary the percentage (10 to 90%) of messages be-

ing transmitted to 6 simultaneous targets. Figure 3 plots 

the NoC power consumption comparing transmission with 

multicast service (mixed) and unicast only (unicast). In 

average, the power consumption is quite similar for both 

services, since the power consumption is dominated by 

the switching activity in buffers. 
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Figure Figure Figure Figure 3333    ----    NoC average power consumption for both NoC average power consumption for both NoC average power consumption for both NoC average power consumption for both 
ununununiiiicast and mixed multicast traffics.cast and mixed multicast traffics.cast and mixed multicast traffics.cast and mixed multicast traffics.    

When multicast is used, the time spent to deliver all 

messages is reduced. In such a way, the multicast-NoC 

spent less time consuming power, hence reducing the 

energy consumption. Figure 4 plots the energy consump-

tion for the multicast traffic (mixed) and unicast messag-

es.  
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Figure Figure Figure Figure 4444    ----    NoC energy consumption for both unNoC energy consumption for both unNoC energy consumption for both unNoC energy consumption for both uniiiicast and cast and cast and cast and 
mixed multicast traffics.mixed multicast traffics.mixed multicast traffics.mixed multicast traffics.    

Multicast messages are widely used in MPSoCs for 

cache coherence protocols and parallel applications. 

These messages can reduce the energy consumption of the 

MPSoC extending its battery lifetime. 

6. Conclusions and future work 

In this work a generic NoC power consumption estima-

tion model was developed, based in the router buffers 

reception rates. Differently from other power estimation 

models, which estimate the power consumption based on 

the application graph and the volume of information 

transmitted in the network, this model requires a RTL 

simulation of the evaluated network to obtain the recep-

tion rates in the input buffer of every router. The pro-

posed model is more precise compared to the volume 

information models, as the buffers reception rates contain 

information about the network congestion and its effects. 

Hence, depending on the analyzed traffic the NoC RTL 

simulation may present a high simulation execution time. 

Future works includes: (i) abstract modeling of the buf-

fer reception rates; (ii) integration of the model to a 

MPSoC platform; (iii) develop of a low power router ar-

chitecture. 
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