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Networks-on-chip (NoCs) are proposed as promising 

packet-based communication platforms for multi-processor 
system-on-chip (MPSoC) design, due to scalability, better 
throughput and reduced power consumption [1]. NoC-based 
architectures are characterized by various trade-offs with 
regard to structural characteristics, performance 
specifications, and application demands. However, 
increasing the number of cores over a 2D plane is not 
efficient due to long network diameter and overall 
communication distance. In this context, with the emergence 
of viable 3D integration technology [2], opportunities exist 
for chip architecture innovations. 

Indeed, 3D integration has attracted significant attention 
in recent years because of its potential benefits, including 
smaller chip footprints, higher transistor density, shorter 
wiring delays, and significantly higher communication 
bandwidth. Albeit, a wide variety of technologies are 
available for 3D interconnection, Through Silicon Vias 
(TSVs) are of particular interest for NoC-based MPSoC 
design [3]. Yet, the number of TSVs in a design is limited 
by many factors, like TSV diameter and pitch [4] and other 
aspects, such as power supply on 3D designs [5] and clock 
distribution [6]. 

This work analyzes network and resources occupancy 
for a 3D mesh NoC architecture called Lasio [7], which is 
an extension of Hermes 2D NoC [8]. Results demonstrate 
reduced links occupancy, which potentially leads to higher 
throughput in the NoC and more power and latency efficient 
systems. In addition, results suggest the possibility of TSV 
multiplexing without performance degradation at system 
level. 

Lasio routers have the same types of mechanisms and 
resources of Hermes routers, with two additional physical 
ports to support 3D up/down communication, as showed in 
Figure 1. In this way, Lasio has five ports dedicated to 
connections made with routers within a same layer (Local, 
North, South, East and West) and two other ports (Top and 
Bottom) that ensure the communication between adjacent 
layers. Each communication port includes input and output 
channels, which has a buffer working as circular FIFO with 
configurable size. The Local port establishes a 
communication between the router and its corresponding 
PE, while the remaining ports are connected to neighboring 
routers. Also, Lasio topology proposes that each router has a 
different number of ports, depending on its position 
regarding to the limits of the network. More details about 
Lasio implementation can be found in [7]. 

The router architecture designed includes control logic, 
responsible for routing and arbitration. Lasio implements 
XYZ routing algorithm, which is an extension of the XY 
routing algorithm employed in 2D NoCs. This routing 

algorithm is deadlock free and requires small area for its 
implementation. The arbiter uses a dynamic rotating policy 
that prioritizes the packet routing on the input port. In other 
words, the arbitration is implemented using Round Robin 
algorithm. This method ensures that all incoming requests 
are processed, preventing starvation phenomenon. 
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Figure 1 – The mesh-based 3D NoC architecture (4x4x4). 

The parameters indicated below were used during the 
Lasio performance analysis and evaluation presented in this 
work. 

1. Injection rate: packets injection rates of 100% of the 
maximum channels capacity was implemented and 
evaluated. This percentage can be translated as 
800Mbps injection rate; 

2. Buffer depth: 4 flit positions; 

3. Synthetic traffic scenario: All-to-all – In this scenario 
routers send the same quantity of data (uniform packet 
load) in a deterministic way to all others routers, except 
to itself. 

4. Packet size: The size used in the experiment was 8 flits 
(considering 16 bits width for each flit). 

5. Application size: Lasio has the possibility to define the 
application size and also, it undertakes of determining 
how many packets per router are required to transmit 
the whole application. This number is given as (App / 
(Pk – 2)), where App and Pk are the application size 
and the packet size, respectively. The experiment 
realized considered an App equals to 4032 flits. 

All experiments presented here assume an architecture 
containing 64 tiles and routers in a cubic format, 4x4x4 
mesh. For this evaluation we assume that Lasio contains no 
virtual channel and it is credit based flow control. Moreover, 
inter-layer (vertical links) and intra-layer (horizontal links) 
hops are indistinguishable, which means the hops between 



layers and the hops within the same layer have the same 
cost. However, we acknowledge that vertical links are 
normally considered a bottleneck in 3D NoC design, mainly 
for implying links with more area, and sometimes 
mechanisms to serialize and deserialize the communication. 

Figure 2 shows the measured average and highest top 
ports buffer occupancy for the study case system. The 
results were obtained by measuring the average percentage 
occupancy for all routers of the NoC. As the charts show, 
higher layers present typically higher occupancy levels. One 
of the reasons for that is the fact that these layers will 
generally present higher congestion traffic scenarios, given 
the XYZ algorithm. However, more importantly, the 
obtained results suggest that vertical communication 
channels are typically underused. In the worst case, buffers 
occupancy reached a peak of 31% and an average of less 
than 22%. Given the 100% injection rate, and the high 
congestion all-to-all scenario, these values represent upper 
bounds for the usage of top ports. In this way, schemes for 
multiplexing the TSVs required by such ports are enabled. 

 

Figure 2 – Top ports buffer occupancy. 

TSV sharing potentially leads to substantial area and 
power improvements. For instance, given the worst case 
peak of 31% of occupancy, the top TSVs of the network 
could employ 3-to-1s multiplexers. Also, preliminary 
results, points that TSV multiplexing will jeopardize 
network latency and further optimizations can be obtained 
by application mapping and packet, flit and buffers 
dimensioning. These results also display that similar 
occupancy levels are obtained for bottom ports buffers. In 
this way, we believe that all inter-layer links of the NoC can 
take advantage of employing TSV multiplexing. 

A deeper analysis was performed on the distribution of 
the occupancy displayed in Figure 2. Figure 3 (a), (b) and 
(c) displays the occupancy of top ports buffer for each 
router of the three lower layers, 0, 1 and 2, respectively. 
Results for the top layer are omitted due to the fact that this 
layer has no connection to the top. As the tables suggest, 
further optimizations can be obtained by exploring 
multiplexed TSVs partitioning. For instance, given the sets 
of routers A= {00, 01, 11} and B= {22, 23, 32, 33}, set A 
typically presents higher peaks of occupancy. Its peak is of 
almost 31%, while the peak for set B is of less than 25%. In 
this way, set A should employ 3:1 TSVs multiplexing, while 
set B could be more relaxed and employ 4:1. Also, these 
optimizations can be explored at the different layers. 

Y\X 0 1 2 3 

0 14.72% 13.27% 12.04% 11.14% 

1 15.52% 14.07% 14.60% 12.06% 

2 13.73% 13.75% 12.91% 12.69% 

3 11.31% 11.24% 12.30% 10.66% 
 

(a) 

Y\X 0 1 2 3 

0 28.58% 20.46% 20.63% 18.50% 

1 26.53% 25.29% 24.13% 19.32% 

2 23.87% 21.86% 24.21% 19.02% 

3 19.01% 19.03% 19.64% 15.93% 
 

(b) 

Y\X 0 1 2 3 

0 30.90% 16.44% 16.56% 12.74% 

1 23.57% 23.52% 24.21% 16.69% 

2 18.04% 18.33% 20.72% 14.79% 

3 12.26% 14.16% 14.70% 10.90% 
 

(c) 

Figure 3 – Top ports buffer occupancy for each router of the 3 lower 
layers 0 (a), 1 (b) and 2 (c). 

This work analyzed the occupancy of a study case 4x4x4 
3D NoC architecture called Lasio. Results show that top 
ports buffers are typically underused, which allow TSV 
multiplexing schemes. These schemes may also be 
implemented at different layer levels depending on the 
employed routing algorithm and traffic scenario. TSV 
multiplexing enables higher design space exploration, in 
order to reduce power and area of 3D NoCs. In this way, the 
technique can help coping with technological issues, 
especially the limited number of TSVs in a 3D system. 
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