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Instituto de Ciências Matemáticas e de Computação (ICMC) - Universidade da São
Paulo (USP), Av. Trabalhador São-Carlense, 400 – Centro, Caixa Postal: 668 - CEP:

13560-970 - São Carlos – SP
Fone: 55 (16) 3373-9700 - Fax: 55 (16) 3371-2238

jfs@icmc.usp.br, joaoluis@icmc.usp.br

Abstract. This paper presents the tool CRT-ML for annotation of coref-
erence in Portuguese texts. The tool is based on a supervised machine
learning technique that uses shallow features obtainable from the output
of a part-of-speech tagger. For training and evaluation a corpus of Por-
tuguese language with annotation of coreference was employed. CRT-ML
adopts the XML format employed by MMAX tool in order to display the
achieved annotation result.

1 Introduction

Tools of coreference resolution are useful for applications of automatic summa-
rization, automatic translation, information extraction and questions answering
system. It is difficult to find coreference resolution tools for Portuguese language
and, when they exist, their integration with other systems is often hard to deal
with.

The proposed tool CRT-ML uses machine learning methods to identify the
chains of coreference. This approach employs a corpus with annotation of coref-
erence to train a classifier, and it was already succesfully employed [4].

2 Description

The method used to resolve the coreference implemented in CRT-ML is based
on the work of Souza et al. [4]. This method uses a set of morphosyntactic
and semantic features to obtain the chains of coreference. These features are
extracted automatically using the morphosyntactic parser PALAVRAS [1]. This
parser is used to recognize named entity as well as to obtain morphosyntactic
features.

The tool annotates noun phrases and pronouns. In order to treat these two
types of entities, the set of attributes is chosen appropriately so that it is possible
to resolve the coreference for the mentioned entities. WEKA [2] is employed to
train the classifier, through a decision tree J4.5, an implementation of C4.5 in
WEKA.
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The tool CRT-ML uses the XML format to represent the annotation of chains
of coreference found in the text. This format is compatible with MMAX corpus
annotation tool [3]. This allows the use of the tool in a automatic system or in
a corpus annotation process. It is also available the visualization of the results
provided by the tool, shown in Figure 1, where the chains of coreference of an
entity are displayed. In this case, the tool can be used for an initial annotation
which is then subject to human verification and correction.

Fig. 1. Example of annotation held by CRT-ML

3 Final Remarks

The tool CRT-ML was implemented using Groovy and Java languages. CRT-ML
was designed to facilitate expansion of features and also substitution of existing
ones. It is available under the GNU-PL v3.0 license.
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