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Abstract. Automatic summarization of texts is now crucial for several
information retrieval tasks owing to the huge amount of information
available in digital media, which has increased the demand for simple,
language-independent extractive summarization strategies. In this work
we employ concepts and metrics of complex networks to select sentences
for an extractive summary. The graph or network representing one piece
of text consists of nodes corresponding to sentences, while edges connect
sentences that share common meaningful nouns. Because various metrics
could be used, we developed a set of 14 summarizers, generically referred
to as CN-Summ, employing network concepts such as node degree, length
of shortest paths, d-rings and k-cores. An additional summarizer was
created which selects the highest ranked sentences in the 14 systems, as
in a voting system. When applied to a corpus of Brazilian Portuguese
texts, some CN-Summ versions performed better than summarizers that
do not employ deep linguistic knowledge, with results comparable to
state-of-the-art summarizers based on expensive linguistic resources. The
use of complex networks to represent texts appears therefore as suitable
for automatic summarization, consistent with the belief that the metrics
of such networks may capture important text features.

1 Introduction

Automatic text summarization, as a well-established subfield of natural lan-
guage processing, is relevant for a number of scenarios (Spärck Jones, 2007). A
summary can be seen as a condensed representation of a source text that main-
tains the important information of its original counterpart. When a summary is
constructed by selecting and juxtaposing source pieces, such as sentences, it is
called an extract. Extractive summarizers usually do not require deep linguistic
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knowledge to select the most relevant pieces of the source text for an extract.
Although extractive summarizers are likely to produce texts with cohesion and
coherence problems, many systems have been proven to yield summaries whose
informative level is satisfactory. This is particularly true when the extract is
used as a component of another system – e.g. in information retrieval – and is
not directly used by humans.

A graph, or network, is a representation that may capture text structure in
various ways, being therefore suitable for extractive summarization. A network
algorithm may be used to assign numerical values (relevance scores or ranks) to
nodes and to select a subset of them (i.e. pieces of text) to compose an extract.
In this work, we investigate a graph-based, language independent approach to
extractive text summarization inspired by recent developments in the area of
complex networks. Complex networks have attracted a lot of attention since
the small-world and scale-free properties were identified in many real-world net-
works about 10 years ago (Albert and Barabási, 2002). The recent discoveries
contributed significantly to elucidate the structure and dynamics of diverse real-
world entities such as the natural languages (Ferrer i Cancho and Solé, 2001),
including some applications to natural language processing (Antiqueira et al.,
2007; Amancio et al., 2008).

Here we address the design of extractive summarizers based on complex net-
works concepts. Our method uses a simple network of sentences that requires
only surface text pre-processing, thus allowing us to assess extracts obtained with
no sophisticated linguistic knowledge. Given a network representation of a source
text, the proposed method selects a subset of sentences (nodes) to compose an
extract by ranking them according to some network measurement. This work
can therefore be placed among others that employ graph algorithms for auto-
matic summarization (e.g. Mihalcea, 2005). We produced generic summaries, i.e.
neither user-specific nor topic-oriented, for newspaper articles in Brazilian Por-
tuguese. Experiments to evaluate the informativeness level of the extracts were
carried out, and the resulting scores for Rouge-1 and Precision/Recall were
compared with the scores of other summarizers previously evaluated within the
same experimental setup.

2 The CN-Summ Framework

The technique presented here for automatically generating extracts is based on a
set of network measurements typically applied to characterize complex networks
(Costa et al., 2007). For the sake of clarity and to focus the analysis mainly on
the extractive algorithms, we employed a simple network that encodes one type
of lexical cohesion: nodes represent sentences and there is an edge between two
nodes if the corresponding sentences have at least one lemmatized noun in com-
mon (i.e. lexical repetition). We also argue that if two sentences are connected in
this network they probably convey complementary information. This reflects our
everyday experience on reading and writing: we rarely create two sentences ex-
pressing nearly the same content. As our goal is to construct informative extracts,
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the concept of complementary sentences is crucial for the development of our
summarization techniques. The proposed method, called CN-Summ (Complex
Networks-based Summarization), consists of four steps: (i) text pre-processing
(sentence delimitation and lemmatization of nouns), (ii) network construction
connecting sentences that share at least one lemmatized noun, (iii) node quan-
tification through network measurements (sentence ranking) and (iv) selection of
the best ranked sentences to compose the extract. In what follows we introduce
the main ideas behind CN-Summ strategies.

1. Degree Strategies: In the first summarization strategy we try to identify
informative nodes by using the number of sentences a node is connected
to, i.e. its degree. If edge weights are considered (i.e. frequency of noun co-
occurrences), a slightly different type of degree, referred to as strength, is
obtained by summing up all edge weights associated to a given node. A
sentence that shares a large number of links with other sentences probably
conveys relevant information that complements many other sentences. The
sentences with the highest degree are selected to build an extract in the first
summarization strategy - called CN-Degree. Similarly, a strategy using the
strength - called CN-Strength - was also created.

2. Shortest Path Strategies: A path is a sequence of non-repeating edges
that leads one node to another, and the length of a path is the number of
edges in the sequence. In contrast to the degree, a path considers not only
the immediate neighbors of a node, but also the nodes indirectly connected
to it. We take the mean length of the shortest paths that associate a given
node to every other node in the network as a measurement of its overall
accessibility. Since small path lengths indicate that a node is close to other
nodes on average, we now define a summarization strategy that selects for
the extract the n nodes with the lowest average path lengths. We developed
three different variations, identified by CN-SP, CN-SPwc and CN-SPwi – for
detailed information on these strategy variations, please refer to (Antiqueira
et al., 2009).

3. Locality Index Strategy: The locality index is a measurement that takes
into account the pattern of connectivity in the neighborhood of a node. The
locality index is useful for pointing out central nodes of relatively isolated
groups, which can represent important sentences that summarize the mean-
ing of their neighbors. More informative extracts might then be built if one
sentence of each of those groups is selected, thus covering the topic struc-
ture of a text and also avoiding topic redundancy. Hence, another strategy
for summarization, called CN-LI, gives priority to the central nodes of the
groups mentioned, by selecting the top sentences sorted in decreasing order
of locality index.

4. d-Ring Strategies: A d-ring of a node i is formed by the nodes distant d
edges from i. It is useful for selecting sentences that complement the central
idea of a text. Thus we initially select for the extract an important node,
the one with the highest degree, and then select nodes of its nearby d-rings.
This is the basis of the following three strategies: CN-Ringsl, CN-Ringsk and
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CN-Ringslk – please, refer to (Antiqueira et al., 2009) for more details on
these variations.

5. k-Core Strategies: A subgraph g of a graph G is a k-core if every node i
of g has degree at least equal to k. This subgraph must also be the greatest
subgraph of G that has this property. Notice that a non empty k-core with
the maximum possible k, called the innermost k-core, is a subgraph that
consists of densely connected nodes. Therefore, we assume that the innermost
k-core is relevant for summarization because it seems to be a nuclear group
of sentences that express the main idea of the source text. We then define a
new summarizing procedure that initially includes in the extract all nodes
belonging to the innermost k-core, with further sentences being added to
the extract by sequentially relaxing the k-core (i.e. by decreasing k). Two
variations are proposed, CN-Coresl and CN-Coresk – see (Antiqueira et al.,
2009) for detailed information.

6. w-Cut Strategies: Inspired by the idea behind k-cores, we defined another
type of subgraph called w-cut. The k-core is used to find nuclear groups of
nodes using only node degrees, while w-cut is defined to identify groups of
closely related nodes using edge weights. We require that the w-cut be a
subgraph whose edge weights are not lower than w. The strategies based on
w-cuts are analogous to the ones based on k-cores, from which two more
strategies are obtained, namely CN-Cutsl and CN-Cutsk.

7. Community Strategy: Another concept borrowed from the complex net-
works field is the notion of communities, which correspond to groups of nodes
highly interconnected, while different groups are scarcely connected to each
other. A community division is a partition of a network, which can be seen
as a set of interconnected subnetworks. For the purpose of summarization,
communities supposedly represent the topic structure of the source text. Al-
though we did not verify experimentally this assumption, the corresponding
strategy, CN-Communities, aims at covering the entire topic structure of a
text, thus avoiding topic redundancy. It selects a number of sentences from
each community, which is proportional to the community size, to satisfy the
compression rate.

8. A Voting Strategy: It is known that the combination of methods using a
voting scheme can improve individual performances. Thus, our last strategy,
called CN-Voting, joins all previous strategies in an integrated voting ap-
proach, giving priority to the sentences that consistently appear at the top
of the sentence rankings defined by each strategy. The sentences selected by
this voting approach should represent what the other strategies (or at least
most of them) agree to be relevant for an extract.

3 Informativeness Results and Discussion

Two evaluation experiments were carried out using TeMário corpus (Pardo and
Rino, 2003), which comprises 100 newspaper articles in Brazilian Portuguese. For
each text there is a pair of reference summaries: an abstract written by a human
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Table 1. Average Precision 〈P 〉, Recall 〈R〉 and F-measure 〈F 〉 scores, in per-
centages (%).

Systems 〈P 〉 〈R〉 〈F 〉

1 SuPor-v2 47.4 43.9 45.6
2 CN-Voting 48.1 40.3 42.9
3 SuPor 44.9 40.8 42.8
4 CN-SPwc 47.4 39.9 42.4
5 ClassSumm 45.6 39.7 42.4

6 CN-Ringsk 47.2 39.8 42.2
7 CN-Degree 47.0 39.7 42.1
8 CN-Strength 47.0 39.3 41.8

9 CN-Cutsk 46.5 39.2 41.6
10 CN-SPwi 46.6 38.8 41.4
11 CN-SP 46.4 39.0 41.4

12 CN-Coresk 46.2 38.9 41.3

13 CN-Cutsl 46.0 38.7 41.1

14 CN-Ringslk 45.7 38.6 40.8

15 CN-Coresl 44.6 37.1 39.6
16 CN-LI 44.6 37.0 39.6
17 CN-Communities 44.1 37.0 39.4

18 CN-Ringsl 44.3 37.0 39.3
19 Top Baseline 41.7 35.0 37.1
20 TF-ISF-Summ 39.6 34.3 36.8
21 GistSumm 49.9 25.6 33.8
22 NeuralSumm 36.0 29.5 32.4
23 Random Baseline 34.0 27.8 30.0

and an automatically generated extract (created using the contents of the hu-
man abstract). Our experiments also compared CN-Summ with other extractive
summarizers previously evaluated with the same corpus. In order to illustrate
the type of extracts obtained with CN-Summ, two examples were included in a
publicly available document1.

3.1 First Experiment

The first experiment uses the reference extracts to compute Precision, Recall and
F-measure (Salton and McGill, 1983) (see Table 1). Extracts were obtained by
removing 70% of the source sentences. In this experiment, the 15 versions of CN-
Summ are compared with two baselines (the well-known Top and Random Base-
lines) and six other extractive systems (ClassSumm, NeuralSumm, GistSumm,
TF-ISF-Summ, SuPor and SuPor-v2) – see Leite and Rino (2006) and Rino et al.
(2004). Some of CN-Summ versions are among the best systems for Portuguese
summarization, with F-measure around 42%. Considering only our systems, the

1 CN-Summ output samples: http://cyvision.ifsc.usp.br/~lantiq/download/

CN-Summ-extracts.pdf.

http://cyvision.ifsc.usp.br/~lantiq/download/CN-Summ-extracts.pdf
http://cyvision.ifsc.usp.br/~lantiq/download/CN-Summ-extracts.pdf
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best results were produced, as expected, by CN-Voting. CN-Voting has higher
Precision than ClassSumm, SuPor and SuPor-v2, and higher Recall than Class-
Summ. All these other systems are based on machine learning, thus requiring
a training phase, and use substantially more complex resources. A remarkable
result is that all CN-Summ versions outperformed TF-ISF-Summ, GistSumm
and NeuralSumm, systems that also work with shallow linguistic resources. For
a statistical significance analysis of these average results, we performed paired
t-tests between average F-measures. CN-Summ strategies can be classified into
two groups of statistically similar systems, viz.: systems with average F-measure
higher or lower than 40%. We were able to collect the full evaluation data for
SuPor-v2, thus allowing its comparison with our summarizers. In this experi-
ment, SuPor-v2 is statistically equivalent to CN-Voting, CN-SPwc, CN-Ringsk,
CN-Degree and CN-SPwi, i.e. some of our strategies are among the best scoring
systems in this evaluation.

3.2 Second Experiment

In the first experiment we could not compare the performance of CN-Summ
with some other systems for Brazilian Portuguese (Leite et al., 2007; Mihalcea,
2005), since the latter were evaluated in a different environment. We also applied
the unigram-based recall metric Rouge-1 to evaluate summary informativeness
(Lin, 2004), taking as reference the human-made abstracts of TeMário corpus.
The compression rate now ensures that each automatic extract has approxi-
mately the same number of words of the reference abstract. Table 2 shows the av-
erage Rouge-1 scores for CN-Summ, for the two baselines and six other extrac-
tive systems: SuPor-v2 (Leite et al., 2007), the best three variations of Mihalcea’s
method (Mihalcea, 2005), namely PageRank Backward, HITSA Backward and
HITSH Forward, in addition to two modified versions of Mihalcea’s PageRank
Undirected, called TextRank+Thesaurus and TextRank+Stem+StopwordsRem
(Leite et al., 2007). For short, the last two are henceforth called TextRank+T
and TextRank+S+S, respectively.

Once again, some of CN-Summ strategies are close to the top-scoring systems.
CN-Voting is the best of our systems (on average), with a score of 0.5031. In gen-
eral, the variations of the strategies based on degrees, shortest paths, d-rings and
k-cores consistently show good performances in both experiments. SuPor-v2 has
the best scores in both experiments, probably because of its application of deep
linguistic knowledge. Nevertheless, this experiment shows that CN-Summ is al-
ready competitive when compared with the best systems based on linguistically
shallow resources (TextRank+S+S, PageRank Backward and HITS variations).
For lack of the full data for some systems, we could not include them all in the
statistical significance analysis. The t-tests are complemented by the confidence
intervals generated by the software Rouge, which are shown in Table 2. The
majority of summarizers are not significantly different, as the overlap of confi-
dence intervals in Table 2 shows. Significant differences were only found between
a few top-scoring and a few low-scoring systems. Ultimately, the t-tests demon-
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Table 2. Average Rouge-1 scores 〈RG1〉 and 95% confidence level intervals
where available.

Systems 〈RG1〉 Confidence interval

1 SuPor-v2 0.5839 -
2 TextRank+T 0.5603 -
3 TextRank+S+S 0.5426 -
4 PageRank Backward 0.5121 -
5 CN-Voting 0.5031 [0.4901,0.5155]
6 CN-Strength 0.5020 [0.4886,0.5144]

7 CN-Ringslk 0.5019 [0.4877,0.5156]
8 CN-Degree 0.5003 [0.4863,0.5134]
9 HITSA Backward 0.5002 -

10 HITSH Forward 0.5002 -
11 CN-SPwi 0.4995 [0.4861,0.5124]

12 CN-Ringsk 0.4994 [0.4853,0.5122]

13 CN-Coresl 0.4992 [0.4861,0.5124]
14 Top-Baseline 0.4984 [0.4834,0.5125]
15 CN-SPwc 0.4982 [0.4853,0.5108]

16 CN-Coresk 0.4978 [0.4839,0.5111]
17 CN-SP 0.4975 [0.4842,0.5100]

18 CN-Ringsl 0.4968 [0.4824,0.5102]
19 CN-Communities 0.4959 [0.4821,0.5090]

20 CN-Cutsl 0.4940 [0.4802,0.5069]
21 CN-LI 0.4935 [0.4801,0.5060]

22 CN-Cutsk 0.4889 [0.4755,0.5021]
23 Random-Baseline 0.4765 [0.4634,0.4897]

strate that in this experiment almost all CN-Summ strategies, from CN-Voting
to CN-Communities, are not significantly different from each other.

4 Final Remarks

Although some of the CN-Summ versions performed as well as the best sum-
marizers for Brazilian Portuguese, the definition of the network is extremely
important, and could increase the performance of CN-Summ if improved. Other
developments may consider joining all CN-Summ strategies in a machine learn-
ing approach. Evaluations using other corpora and different languages may also
be carried out to assess the generality of our approach. To some extent, the
hypothesis of this work has been proven by the results: network measurements,
which are neither language nor domain dependent, can be used for extractive
summarization, and can lead to informativeness scores close to the more linguis-
tically complex and computationally costly systems.
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